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One important task in the decision making process in an organization is tbat of brainstorming. In a Group 
Support System (GSS) environment, electronic brainstorming is enabled by special bardware and sof'tware 
that introduces botti task gains and losses; and process gains and losses. The impacts of tirne pressure 
on task completion and task quality are important concerns for managers. Specifically, vve focus on the 
impacts oftime pressure on electronic brainstorming in terms ofidea quantity per unit time (idea generation 
rate) and idea quality (creativity). One hundred and two undergraduate business students were subjects in 
an experiment examining the impacts of time pressure on: (a) the rate of ideas generated; and (b) the 
quality (creativity) of the generated ideas. In the treatments, vve varied the amount of time available for 
working on an electronic brainstorming task over time. Social Entrainment Theory indicates that there will 
be a lasting effect as the length oftime to peiform a task over severa/ treatments is varied. We hypothesize 
that the impacts explained by Social Entrainment Theory wil} occur in the GSS setting. Our results support 
the research hypotheses that the mean rate of: (a) idea generation, and (b) the creativity of the ideas is 
unequal in groups operating under different time pressure conditions. 

1 Introduction Aronson (1998). Collaborative computing efforts by work-
groups are enhanced by ne\v forms of groupvvare (softvvare 
and hardware that enables collaborative computing), such 

Many organizations \vant to improve group decision mak- as GroupSystems for Windo\vs (Ventana Corporation) and 
ing activities. Consequently, there are volumes of research Lotus Notes / Domino Server (Lotus Development Corp.). 
that identify methods to produce more efficient and effec- These are diffusing throughout organizations for use in col-
tive group decision making. One important task in the de- laborative work, and for distance learning, an area into 
cision making process in an organization is that of brain- ^hich many universities and colleges are moving along 
storming. In a Group Support System (GSS) environment, with corporations (see Reinig, Briggs, Brandt and Nuna-
electronic brainstorming is enabled by special hardware maker, 1997). 
and software that introduce both task gains and losses; and 
process gains and losses (Turban and Aronson 1998). Gen- It is becoming increasingly important for a decision 
erally, one expects overall gains in task performance and maker to determine not on]y the appropriate sequence of 
enhancements to processes due to the introduction of spe- tasks required for a workgroup, but also to allocate the right 
cial technologies designed to enhance group work. How- amount of time to each task to 'optimize' the group's per-
ever, this does not always occur. Sometimes task and pro- formance in terms of quantity and quality of work. De-
cess losses may be introduced. For example, one poten- cision making under time pressure is a critical issue in 
tial task loss in a GSS electronic brainstorming session the modern organization. Since Information is available 
is Information overload, when more ideas are generated at the touch of a button, it must be synthesized and uti-
than can be 'digested' and utilized by meeting participants lized quickly to become and remain competitive. Practi-
in a reasonable time frame. For other examples of gains cally speaking, managers impose appropriate deadlines for 
and losses, see Nunamaker et al. (1993) and Turban and task completion in the vvorkpiace. There are tradeoffs in 
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the quantity of work performed and its quality under time 
pressure. Given iess time, quality and quantity tends to de­
crease. Given too much time, quality tends to decrease, 
while quantity may increase. A rushed decision maker 
may not make as good a decision that he/she could have 
made given more time. In the modern enterprise, people 
often work in groups. Likevvise, groups also experience 
time pressures, and prior research on group vvork indicates 
that both the quantity and quality (a.k.a. creativity) of a 
group's output is directly affected by time pressure. Given 
too much time or too little time, and a group will underper-
form in certain ways. 

Much of the early research on collaborative group work 
did not involve the use of technology but made use of other 
techniques often centering on the concept of brainstorming. 
Osborn (1957) devised brainstorming theory as a method 
of group problem solving to increase the quality and quan-
tity of ideas developed by group members. In today's fast-
paced business environment, time pressure is a major factor 
in conducting business. Hovvever, there have been few re­
search studies that have investigated time pressure as it re-
lates to group processes, productivity, and creativity (Kelly 
and McGrath, 1985). 

Some time pressure studies have found that group deci-
sions made under time pressure have iead to poor perfor-
mance for a variety of groups including government com-
mittees (Janis, 1982), various businesses (Thurow, 1980), 
and even juries (Greenberg, Wiiliams and 0'Brien, 1986). 
Providing too much time for group decisions may even Iead 
to boredom and dissatisfaction (Karau and Kelly, 1993). In 
a GSS setting, this has been observed as a 'popcorn' effect: 
that initially, ideas are generated quickly, they peak, and 
then taper off to the point vvhere only the last few subjects 
are typing. The remainder of the subjects are either reading 
or waiting. If too much time is allocated for a brainstorm­
ing task, the typing sounds like a bag of microwave pop­
corn cooking during the last minute or so (e.g., see Myers, 
1997). Therefore, the selection of the proper time frame for 
groups to complete tasks successfully is critical. 

Specifically, we focus on the impacts of time pressure 
on electronic brainstorming in terms of idea quantity per 
unit time (idea generation rate) and idea quality (creativ-
ity). One hundred and two undergraduate business students 
were subjects in an experiment examining the impacts of 
time pressure on: (a) the rate of ideas generated; and (b) 
the quality (creativity) of the generated ideas. In the treat-
ments, we varied the amount of time available for \vorking 
on an electronic brainstorming task over time. Social En­
trainment Theory indicates that there will be a lasting effect 
as the length of time to perform a task over several treat-
ments is varied. We hypothesize that the impacts explained 
by Social Entrainment Theory will occur in the GSS set­
ting. 

Our results support the research hypotheses that the 
mean rate of: (a) idea generation, and (b) the creativity 
of the ideas is unequal in groups operating under different 
time pressure conditions. 

This paper is organized as follovvs. In the next section, 
vve discuss the definitions of GSS and related concepts. 
Follovving this, vve discuss the theory and early research on 
vvhich this effort is based. We also propose tvvo hypothe-
ses concerning the impacts of time pressure on electronic 
brainstorming in a GSS setting. In the follovving section, 
vve describe our method. The last four sections consist of 
results, discussion, limitations and future research, and im-
plications for GSS researchers and practitioners. 

2 Group Sepport Systems 

A Group Decision Support System (GDSS) is an inter-
active computer-based system that facilitates the solution 
of unstructured problems by a group of decision mak-
ers (DeSanctis and Gallupe, 1987). Components include 
hardvvare, softvvare, people, and procedures that support 
the process of group vvork (e.g., see Turban and Aronson, 
1998). In the I990s, researchers eliminated the D from the 
GDSS acronym to generalize the term to Group Support 
System (GSS), because they determined that most of the 
systems vvere used to enhance meeting performance, but 
did not necessarily Iead to a decision. The terms GSS and 
Electronic Meeting System (EMS) are used synonymously. 
An EMS is 

An Information technology (IT)-based envi­
ronment that supports group meetings, vvhich 
may be distributed geographically and tempo-
rally. The IT environment includes, but is not 
limited to, distributed facilities, computer hard-
vvare and softvvare, audio and video technology, 
procedures, methodologies, facilitation, and ap-
plicable group data. Group tasks include, but 
are not limited to communication, planning, idea 
generation, problem solving, issue discussion, 
negotiation, conflict resolution, system analysis 
and design, and collaborative group activities 
such as document preparation and sharing (Den-
nisetal., 1988). 

A decision room is a special facility containing computer 
vvorkstations and a large public screen. The GSS softvvare 
allovvs the participants to interact through a variety of tools 
including electronic brainstorming and ranking / voting. 
Our study focuses on electronic brainstorming (i.e., idea 
generation), a common task in GSS settings. Next vve dis­
cuss specifics of the base theory and research. 

3 T: 

Concepts associated vvith brainstorming have been vvidely 
investigated since Osborn (1957) first proposed the theory. 
Over twenty studies have found that nominal groups (indi-
viduals generating ideas on their ovvn vvhich are then com-
bined vvith the ideas of other individuals also vvorking on 
their ovvn) generate more ideas than the same number of 
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people in face-to-face interacting groups (Mullen, Johnson 
and Salas, 1991; Gallupe, Bastianutti, and Cooper, 1991). 
Consequently, researchers have attempted to create envi-
ronments that enhance group performance. 

Only a few studies have examined the impact of time 
constraints on group productivity. A variety of approaches 
describe hovv time constraints influence group productivity. 
Wright (1974) found that group members under time pres-
sure systematically plače greater vveight on negative evi­
dence than those group members not under time pressure. 
Zakay and Wooler (1984) describe hovv high effectiveness 
diminished rapidly when time pressure was applied. Un­
der time pressure, old habits that tend to overrule newly 
learned skills are activated. The reemergence of old habits 
may be deemed a form of social entrainment where an ex-
ternal condition (such as a time limit) alters the way the 
group is vvorking. We turn to this concept next. 

3.1 Time Pressure and Entrainment 
The entrainment concept relating to group performance is a 
relatively new area of research. Kelly and McGrath (1985) 
initially investigated the entrainment concept applied to 
group performance. They defined social entrainment as "a 
concept that refers to the altering of social rhythms or pat-
terns by external conditions (such as time limits), and to 
the persistence of such new rhythms over time" (p. 395). 
This concept may have direct impacts on business in terms 
of optimizing training programs. Hovvever, our interesi fo-
cuses directly on hovv time limits alter \vork patterns. We 
are interested in establishing how the quantity and quality 
of ideas in an electronic brainstorming task are altered by 
the concept of entrainment. Given an understandingof hovv 
entrainment impacts on task performance, a good manager 
can determinethecorrect sequenceof tasks, along vvith ap-
propriate time allocations for each one. Brainstorming is 
one task that decision makers perform on a regular basis. 
Though electronic group meetings have steps that follovv 
brainstorming, we focus on this first one. Later studies may 
be conducted to establish the impacts of time pressure on 
the entire electronic meeting process. 

Their 1985 study of entrainment utilized 512 undergrad-
uate students. The students vvere given tvvo tasks consist-
ing of either production, planning, or discussion tasks as 
identified by Hackman (1966). Production tasks required 
the group to generale ideas. Discussion tasks required the 
group to evaluate an issue and planning tasks required the 
group to describe a plan of action to achieve a goal (Kelly 
and McGrath, 1985). Dimensions that assessed both qual-
ity and quantity of idea generation vvere selected from those 
developed by Hackman, Jones, and McGrath (1967). The 
groups vvere given tvvo time periods in which to work. One 
time period vvas 10 minutes vvhile the second time period 
vvas 20 minutes. The time periods vvere varied betvveen 
groups (Kelly and McGrath, 1985). 

At the conclusion of the experiments, the group mem­
bers vvere asked to identify the main source of stress they 

experienced during the experiments. This assessment vvas 
completed through the use of post-test questionnaires. The 
format of the data collection vvas free response. AH re-
sponses were then classified into one of tvvo categories: (a) 
time pressure, or (b) ali other responses (Kelly and Mc­
Grath, 1985). 

This study also utilized tvvo judges rating each of the 
dimensions utilized in the research. The judges used a 7-
pile sort-resort technique as noted by Hackman, Jones and 
McGrath (1967). As part of the research, the inter-rater re-
liability of the judges vvas assessed (Kelly and McGrath, 
1985). This study found that time constraints do influ­
ence group performance. The shorter time period led to 
higher rates of performance but at a cost to quality. The 
20 minute time period generated higher quality ideas than 
those generated by the 10 minutes period groups (Kelly and 
McGrath, 1985). This study also supported the concept of 
social entrainment. Kelly and McGrath (1985) found that 
persistence of interaction and performance patterns contin-
ued even vvhen the situational conditions (time pressure) 
v\'as altered. 

Kelly, Futoran, and McGrath (1990) continued the re­
search by reporting the results of seven studies that inves­
tigated the entrainment concept. Their method vvas similar 
to the previous study by Kelly and McGrath (1985). Ali 
of the studies utilized undergraduate students vvho received 
course credit for their participation. The various studies 
used groups vvho operated under differing time periods. 
These periods vvere varied among the groups. 

The tasks used in these studies included the unusual-
uses tasks' that vvere identified by McGrath (1984). These 
tasks required groups to develop unusual-uses for common 
items. For each of these time trials the groups consisted of 
either dyads or triads. The time constraints for these seven 
experiments varied betvveen 5 minutes and 20 minutes de-
pending upon the task used (Kelly, Futoran and McGrath, 
1990). 

This study found that entrainment effects can be divided 
into two types: (a) initial trial effects, or (b) trial-to-trial 
carry-over. This study found that vvhen investigating rate 
of ideas, initial trial effects shovv that short initial trials lead 
to faster rates of performance vvhile long initial trials lead 
to slovver rates of performance. The trial-to-trial carry-over 
effects on rate of idea generation shovved groups that ex-

'Unusual-tasks probicms involve brainstorming efforts on very un-
commoii issues liiat most people lypically vvould not have encounlered 
bcforc. These are uscful for comparing trcatments in a GSS cxperimental 
setting for ihree reasons: fnstly, the subject is unlikely to have encountered 
the tasl< picviously; secondly, the subject can easily understand the taslc 
becausc the function and content of the object in question is familiar; and 
thirdly, the tasl< has an appropriate level of complexity so as to make it in-
tercsting, somewhat challcnging, and yet C|uite doable by the subject. Ex-
aniples of tinusual-uses tasks include I) the two thumbs problem ("What 
additional tasks vvould you be able to perform if you had tvvo thumbs on 
each hand?"); 2) the paperclip problein ("What can be done vvith a pro­
duction overrun of paperclip vviie material?"); and 3) the tea bag problem 
("What can be done vvith an overrun of leabag netting?"). For others, see 
VVhceler, \i. and B. Menncckc (eds.), "Research Tasks Repository," at IS-
Woild Nct, http://ais-notcs.bus.indiana.edu/isworld/tasks.nsf, and follovv 
the links from "Group Tasks by Type" to "Idea Generation." 

file:///vork
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perienced difficu]ty as related to capability seemed to slovv 
down their rate on subsequent trials. Groups that experi-
enced difficulty as related to capacity seemed to speed up 
rates on later trials (Kelly, Futoran and McGrath, 1990). 

Kelly, Futoran and McGrath (1990) discussed these con-
cepts of capacity and capability. Capacity problems gener-
ally involve issues of either time, load, or difficulty level. 
If a group is facing capacity problems associated vvith time 
pressure, they will attempt to compensate for the capacity 
problem by speeding up their rate. The concept of entrain-
ment is observed when the group continues this pace in a 
subsequent trial even when the time limit has been relaxed 
(Kelly, Futoran and McGrath, 1990). Kelly, Futoran and 
McGrath (1990) noted that groups operating under classic 
brainstorming instruction would most likely experience ca-
pacity problems as they attempt to obtain as many ideas as 
possible. 

Problems associated vvith capability are generally de-
fined as tasks that are "beyond the unit's current or momen-
tary task performance capabilities" (p. 287). The method 
groups use to deal with this problem is not to speed up their 
work but rather to slovv dovvn. This slovv dovvn allovvs the 
group more processing time for the task (Kelly, Futoran and 
McGrath, 1990). 

Kelly, Futoran and McGrath (1990) investigated hovv the 
concepts of capacity and capability relate to time pressure 
and group decision making. Capacity problems generally 
involve issues of either time, load, or difficulty level. They 
discovered that if a group faces time pressure-based ca-
pacity problems, the members attempt to compensate by 
speeding up their vvork rate. (We base our treatments in 
vvhich vve measure the rate of idea generation on Kelly, 
Futoran and McGrath, 1990). The concept of entrainment 
occurs vvhen the group continues this pace in a subsequent 
trial, even vvhen the time constraint has been relaxed (Kelly, 
Futoran and McGrath, 1990). Kelly, Futoran and McGrath 
(1990) also noted that groups operating under classic brain­
storming instructions vvould most likely experience capac-
ity problems as they attempt to generate as many ideas as 
possible. 

Kelly, Futoran and McGrath (1990) found that on the 
initial trial, groups vvork at a faster (production) rate vvith 
the shorter initial time limit and the higher task load. The 
study also found that groups working on the unusual-uses 
tasks and beginning vvith the short time period vvill generate 
ideas at about the same rate by the end of the time period 
as in the beginning. It is thought that these groups vvill only 
experience a capacity problem and they leave the time pe­
riod believing that they vvill simply complete as many ideas 
as the time period permits. If the group has problems of the 
same general difficulty and at least the same problem load 
in the next longer time period, the group is likely to vvork at 
nearly the same rate during the longer time period to solve 
the capacity problem experienced by the group during the 
first time period (Kelly, Futoran and McGrath, 1990). 

Kelly, Futoran and McGrath (1990) also provided a post-
test questionnaire to group members. The questionnaire 

asked participants "hovv much they had felt stress" dur­
ing the time period (p. 308). The vvord "stress" vvas not 
defined. The questionnaire also asked the participants to 
note the cause of their stress. Over two-thirds of the group 
members vvho answered that question noted their stress vvas 
caused by time pressure. This study also noted a negative 
reiationship betvveen rate of idea generation and quality of 
performance (Kelly, Futoran and McGrath, 1990). 

Kelly and Karau (1993) have completed the most recent 
study investigating time pressure and entrainment. Their 
study vvas designed to investigate both the "initial and per-
sisting effects of time on group creativity" (p. 179). This 
study also utilized the unusual-uses tasks that have tradi-
tionally been used to measure group creativity vvhen uti-
lizing brainstorming rules (Lamm and Trommsdorff, 1973; 
Diehl and Stroebe, 1987). 

Kelly and Karau (1993) used 99 undergraduate students 
to participate in the experiments. The students vvere placed 
into triads to complete the group vvork. The experimental 
design vvas a 3 (trials) X 3 (time limit order) factorial. The 
three orders of time limits vvere 4, 8, and 12 minutes; 8, 
8, and 8 minutes; or 12, 8, and 4 minutes. This study also 
utilized common objects as the materials for the research. 
These materials vvere taken from Kelly, Futoran and Mc­
Grath (1990). 

Kelly and Karau (1993) used both quantity and 
creativity-dependent measures. They calculated the rate 
of use as the number of ušes generated by the group per 
minute. Scale values vvere determined for both creativity 
and feasibility of ideas. These scale values vvere deter­
mined through a seven pile sort-resort procedure as iden-
tified by Hackman, Jones and McGrath (1967). Inter-rater 
reliability vvas also calculated as the correlation betvveen 
the judges' ratings (Kelly and Karau, 1993). 

As a part of this research, tvvo judges created 14 hier-
archical categories that sufficiently categorized each of the 
ušes generated by the groups. This categorization is simi-
lar to that of Vroom, Grant and Cotton (1969) and Lamm 
and Trommsdorff (1973). A variety of calculations could 
then be completed including the mean number of categories 
produced, number of categories generated per minute, and 
number of ušes generated per category (Kelly and Karau, 
1993). 

During the experiment, tvvo three-person, same-sex 
groups vvere utilized. Participants vvere randomly assigned 

, to both seat positions and groups. A facilitator instructed 
the group, giving the follovving Information: (a) the pur-
pose of the study vvas to examine creative idea generation 
in three-person groups, (b) the groups vvere asked to gener­
ate creative and unusual ušes for the common objects, and 
(c) the groups vvere instructed to focus on both quantity, 
originality, and feasibility of the ušes. The groups vvere 
then given common objects and asked to produce 15 ušes 
for each object. Just prior to the trial the groups vvere given 
the time constraint. At the conclusion of each trial, the 
groups vvere asked to complete a questionnaire containing 
questions on both performance and members' perceptions 
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of each trial (Kelly and Karau, 1993). 
This study found that on the first trial, rate and creativity 

may be inversely related. The study also found that faster 
rates led to lower creativity \vhile slower rates led to higher 
creativity (Kelly and Karau, 1993). Across-trial ratings, 
however, show that creativity increased over the three trials 
in the 4, 8, and 12 minute session and in the 12, 8, and 
4 minute session. For the decreasing time series, there is 
a gain over trials in creativity and rate. Therefore, time 
pressure does not necessarily lead to reduced creativity in 
group performance (Kelly and Karau, 1993). 

3.2 Hypotheses 

We are interested in determining the kinds of treatments 
that yield the largest rates of idea generation with the high-
est level of creativity. The prior research on social entrain-
ment and group work leads us to the follovving hypotheses: 

HI: The mean rate of idea generation is un-
equal in groups operating under differing time-
constraints. 

H2: The mean rate of the creativity of ideas is 
unequal in groups operating under differing time 
constraints. 

The key to conducting research to test these hypotheses 
empirically involves using appropriate tasks (complexity 
and motivation), appropriate timing (related to task com-
plexity), appropriate subjects (students), and an appropri­
ate environment (a decision support room with excellent 
collaborative computing software). 

4 Methods 

4.1 Subjects 

Subjects were undergraduate students enrolled in general 
business courses at a private southern college. One hun-
dred and tvvo students participated in 34 3-member, same-
gender groups. Gender was evenly distributed over condi-
tions. Previous research involving students as subjects has 
been validated by a number of researchers. Students pro-
vide ready subjects, receive course credit for taking part 
in experiments (providing motivation), are generally given 
familiar enough tasks to make it possible for them to per-
form, and provide a ready control group which cannot be 
provided in field studies. Many GSS studies have used stu­
dents (e.g., see Dennis and Gallupe, 1993). There has been 
much debate in the literature over vvhether students make 
appropriate subjects for behavioral research; notably, Mc-
Grath (1982), Gordon, Slade and Schmitt (1986), Green-
berg, Gordon, Slade and Schmitt (1987), Dobbins, Lane 
and Steiner (1988), and Slade, Gordon, Dobbins, Lane and 
Steiner (1988). In summary, researchers have established 
that if the task is appropriate to the students, they behave 
reasonably, else there may be problems, i.e., the researcher 

must fit the task to the students' understanding, ability and 
motivation. 

Group size should be optimized to the task (Dennis and 
Gallupe, 1993; Gallupe, Dennis, Cooper, Valacich, Bas-
tianutti and Nunamaker, 1992). For our study, there was 
an upper limit imposed by the room configuration. Brain-
storming with a group size of 1 is not a group study. The 
length of time of task is somewhat related to the group size 
in electronic brainstorming. In our pilot tests, we observed 
that ideas repeat in the later studies. Since there is a rel-
atively finite set of unusual ušes that is generated, we de-
cided that groups of size 3 would be appropriate in conjunc-
tion with the time limits imposed. Larger groups would 
generate more ideas quickly due to the parallelism of the 
GSS, indicating that even shorter session times would be 
necessary to impose time pressure, which would pose mea-
surement problems. Likevvise, longer times would require 
smaller groups, which would be difficult. Finally, some of 
the earlier validated studies used groups of size three. The 
use of same sex groups was adopted because of previous 
research. Perhaps certain distractions can be held to a min­
imum this way. Again, this is another control imposed on 
the experimentation. 

4.2 Tasks 

The tasks consisted of three different unusual-uses tasks 
utilizing three common objects as noted by Kelly and Ka­
rau (1993). The unusual-uses tasks have been validated 
(Dennis and Gallupe, 1993) for GSS studies. They provide 
relatively simple topics that can be used for brainstorm­
ing by almost anyone, vvithout any specialized knowledge, 
such as that of an expert vvho is highly motivated to solve 
a given problem. The unusual-uses tasks may even pro­
vide motivation in that they are understandable and doable, 
vvhereas attempting to solve a real-world problem such as 
high-crime or parking in a creative way vvould, no doubt, 
require the specialized expertise. 

Three objects as identified by Kelly and Karau (1993) 
were used to generate ideas within the groups. These ob­
jects included the follovving: (a) coffee cup, (b) shoelace, 
and (c) paper clip. These objects vvere counterbalanced 
across conditions and trials as noted by Kelly and Karau 
(1993). 

Subjects were instructed to generate "as many creative 
and unusual ušes as possible" for each of the objects in 
three separate time trials. Each 3-member group partici­
pated in three time trials utilizing a different object for each 
trial. The order of the objects vvas random for the trials. Ev-
ery 30 seconds, the group facilitator verbally noted the time 
remaining in the exercise. 

Each group performed three idea generating tasks under 
three different treatments of sets of time periods. Within 
the treatments, the time period lengths vvere designated as 
follovvs: one time period vvas considered to be high pres­
sure (3 minutes), the second period provided adequate time 
to perform the task (6 minutes), and the third time period 
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provided more time than necessary to perform the task (9 
minutes). Task appropriateness in our context is based on 
task complexity, group size, and the time allocated to com-
plete the task. Ali three factors are related. As mentioned 
above, the GSS process gain of parallelism impacts directly 
on ali three factors. Parallelism in GSS required us to re-
duce the task times that were used in prior studies (e.g., 
Kelly and Karau, 1993). In pilot testing, small groups of 
size 3 could complete the task adequately in six minutes. 
Nine minutes provided an excess of time, while three min­
utes was inadequate. 

Based on prior research, we expect decreases in perfor-
mance in the 3, 6, 9 minute treatment as we move from 
3 to 6 to 9 minutes; moderate increases in performance in 
the 6, 6, 6 minute treatment; and the highest increase in 
performance in the 9, 6, 3 minute treatment. 

4.3 Independent Variables 
The independent variable studied was the set (treatments) 
of time periods allotted during the experiment. Three sets 
of time periods were used. These sets of time periods re-
quired each group to work for one set of the three sets of 
time periods. The sets of time periods were 3, 6, and 9 
minutes; or 6,6, and 6 minutes; or 9, 6, and 3 minutes. The 
groups vvere randomly assigned to one of the three cases. 
Participants were also instructed to follow Osborn's (1957) 
brainstorming rules. 

4.4 Software and the Decision Support 
Room 

The GSS computer software used for this study is Group-
Systems for Windows. This softvvare has a strong repu-
tation in the marketplace as being one of the best GSS 
packages. GroupSystems for Windows has most features 
needed for running effective electronic meetings in a same 
time / same plače GSS setting. GroupSystems presents a 
horizontally split screen to the user. The ideas input by ali 
participants are displayed on the upper part of the screen. A 
separate window in the lovver part of the screen allovvs the 
user to type in his/her ideas and submit them into the com-
mon area. The software can be controlled and monitored 
from the facilitator vvorkstation located in the front of the 
Decision Support Room at the School of Business and En-
trepreneurship at Nova Southeastern University, Fort Laud-
erdale, FL, where the experiments vvere conducted. As part 
of the experiment, an electronic brainstorming training task 
was conducted to familiarize the subjects with the system. 

4.5 Measures 
Both quantity and creativity-dependent measures were 
used. The rate of idea generation was calculated as the 
number of non-redundant ideas generated by the group in 
30 second intervals. Creativity scale values for each gen­
erated idea were determined through a sort procedure de-

scribed by Diehl and Stroebe (1987) and Gallupe et al. 
(1992). In this procedure, tvvo raters independently sorted 
ali the relevant^, nonredundant^ ideas generated by the 
groups based upon a five-point scale. The scale ranged 
from 1 (very low creativity) to 5 (very high creativity). 
Raters vvere given definitions for each of the anchor points 
on the scale. 

Follovving the vvork of Hackman, Jones and McGrath 
(1967, . 389), an idea \vas rated as a 1 (very lovv creativ-
ity) to the extent that it is "ordinary, everyday, or usual in 
content". An idea vvas rated 5 (very high creativity) if it 
is "unique, fresh, unusual, surprising, or refreshing". The 
tvvo raters vvere defined as inagreementif theirratings vvere 
vvithin one point of each other. Reliability vvas then calcu­
lated as the correlation betvveen the ratings assigned by the 
tvvo independent raters (Diehl and Stroebe, 1987; Gallupe 
et al., 1992; and Dennis, Valacich, Carte, Garfield, Haley 
and Aronson, 1997). Inter-rater reliability vvas adequate 
(r=.98). It vvould have been possible to allovv the subjects 
to rate the ideas, hovvever, this vvould have introduced an-
other undesirable degree of freedom into the experiment. 

5 Results 

5.1 Idea Generation Rate 

The mean and standard deviations for the measure of the 
idea generation rate, in 30 second intervals, of the 3, 6, 9 
minute group are shovvn in Table 1. The results of the sta-
tistical analyses are depicted in Table 2. ANOVA analyses 
of groups utilizing this 3, 6, 9 minute treatment resulted in 
F(2,429)=0.82, p=0.442. 

Table 1: GroupOverall MeansforIdeaRate(3, 6, 9Group) 

Group 
3 minute 
6 minute 

N 
72 
144 

Mean 
3.78 
3.63 

9 minute 216 3.55 

StPev 
1.83 
1.57 
1.58 

The mean and standard deviations for the measure of the 
idea generation rate, in 30 second intervals, of the 6, 6, 
6 group are shovvn in Table 3. The results of the statis-
tical analyses are depicted in Table 4. ANOVA analyses 

•̂ Relevant ideas weie used in ourstudy. Sometimes subjects will enler 
inelevant (non-task iclatcd) ideas such as 'Tm getting liungry!" or "Hovv 
long are we supposcd lo do Ihis?" These are omilted from llic sludy as 
dislracters. 

•'Nonredundant ideas vvere clioseii because in terms of produclivity, 
lwo redundant ideas siiTiply counl as one contribution toward the brain­
storming effort. Hovvever, it is possible to have closely relaled, nonredun­
dant ideas (i.e., for ihe tea bag problem: "Fishing nets for boat or dock 
fishing" and "fishing nets for home acquariums.") or ideas that develop 
as a result of other ideas (again, for the tea bag problem: "iTiosquito net-
ting for camping", and "sun shading for camping."). In both cases, these 
would be counted as tvvo ideas. 
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Table 2: ANOVA for Idea Rate (3, 6, 9 Group) Table 5; Group Overall Means for Idea Rate (9,6, 3 Group) 

Source DF 
Factor 2 
Erfor 429 
Total 431 

SS 
4.29 

1126.19 
1130.48 

MS 
2.14 
2.63 

F 
0.82 

P 
0.44 

Group 
9 minutes 
6 minutes 
3 minutes 

N-
216 
144 
72 

Mean StPev 
2.57 
3.08 
4.29 

1.30 
1.42 
1.85 

groups utilizing this 6, 6, 6 minute treatment resulted in 
F(2,357)=5.33,p=0.005. 

Table 3: Group Overall Means for Idea Rate (6,6,6 Group) 

Group 
6 minutes 
6 minutes 
6 minutes 

N 
120 
120 
120 

Mean StDev 
3.66 
4.23 
4.38 

1.49 
1.78 
2.11 

Table 6: ANOVA for Idea Rate (9, 6, 3 Group) 

Source 
Factor 
Error 
Total 

DF 
2 

429 
431 

SS 
161.75 
890.97 
1052.72 

MS 
80.88 
2.08 

F 
38.94 

P 
0.00 

results of the statistical analyses are depicted in Table 8. 
ANOVA analyses of groups in this treatment resulted in 
F(2,429)=0.19,p=0.827. 

Table 4: ANOVA for Idea Rate (6, 6, 6 Group) 

Source DF 
Factor 2 
Error 357 
Total 359 

SS 
34.87 

1168.28 
1203.16 

MS 
17.44 
3.27 

F 
5.33 

P 
0.01 

Table 7: Group Overall Means for Idea Creativity (3, 6, 9 
Group) 

Group N Mean StDev 
3 minutes 72 1.21 0.28 
6 minutes 144 1.19 0.31 
9 minutes 216 1.20 0.28 

The mean and standard deviations for the measure of the 
idea generation rate, in 30 second intervals, of the 9, 6, 
3 group are shown In Table 5. The results of the statisti­
cal analyses are depicted in Table 6. ANOVA analyses of 
groups utilizing this 9, 6, 3 minute treatment resulted in 
F(2,429)=38.94, p=0.000. 

Therefore, the ANOVA analyses for the three tirne set 
treatments support HI. For ali groups, a decrease in the 
mean rate occurs during the initial periods of the testing. 
Additionally, ali three groups experienced an increase in 
the mean rate of ideas during the last 30 second interval. 
It is important to note that the overall mean rate of idea 
generation for the 3, 6, 9 minute treatment decreases as 
the amount of time increases, while those of the 6, 6, 6 
minute and 9, 6, 3 minute treatments both increase, \vith 
the most dramatic increase in the latter čase, for which we 
observe the entrainment effect. Finally, though we did not 
measure the levels of boredom or satisfaction, we observed 
that there was a sharper tapering off of the typing activity 
towards the end of the 9 minute time periods, and more so 
for the 3, 6, 9 minute treatments, than for the 9, 6, 3 minute 
treatments. 

5.2 Idea Creativity 
The mean and standard deviations for the idea creativity 
measures of the 3, 6, 9 group are shown in Table 7. The 

The mean and standard deviations for the idea creativity 
measures of the 6, 6, 6 group are shown in Table 9. The 
results of the statistical analyses are depicted in Table 10. 
ANOVA analyses of groups in this treatment resulted in 
F(2,357)=4.04,p=0.018. 

The mean and standard deviations for the idea creativity 
measures of the 9, 6, 3 group are shown in Table 11. The 
results of the statistical analyses are depicted in Table 12. 
ANOVA analyses of groups in this treatment resulted in 
F(2,429)=0.52, p=0.594. 

The ANOVA analyses for the three treatments support 
H2. One area of interesi is the low overall mean values 
of the creativity of generated ideas. Prior research in a re-
lated study noted similar creativity means (Kelly and Ka­
rau, 1993). Based upon the mean values for creativity gen­
erated by this study, there is support for the claim by Kelly 
and Karau (1993) that groups under more time pressure 
generate a faster mean rate of ideas but generate ideas of 
iower creativity than groups under less time pressure. 

6 Discussion 
The results of the experiment suggest that time pressure 
does directly impact the rate of ideas generated by groups 
performing electronic brainstorming in a GSS setting. The 
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Table 8: ANOVA for Idea Creativity (3, 6, 9 Group) 

Source DF 
Factor 2 
Error 429 
Total 431 

SS 
0.03 

37.12 
37.15 

MS 
0.02 
0.09 

F 
0.19 

P 
0.83 

Table 11: Group Overall Means for Idea Creativity (9, 6, 3 
Group) 

Group N Mean StPev 
9 minutes 216 1.17 0.34 
eminutes 144 1.20 0.31 
3 minutes 72 1.17 0.18 

Table 9: Group Overall Means for Idea Creativity (6, 6, 6 
Group) 

Group N 
6 minutes 120 
6 minutes 120 
6 minutes 120 

Mean StPev 
1.29 0.32 
1.20 0.24 
1.21 0.21 

Table 12: ANOVA for Idea Creativity (9, 6, 3 Group) 

Source 
Factor 
Error 
Total 

DF 
2 

429 
431 

SS 
0.10 

40.13 
40.23 

MS 
0.05 
0.09 

F 
0.52 

P 
0.59 

ANOVA statistical testing supports the concept of sociai 
entrainment described by Kelly and Karau (1993). There­
fore, initially placing groups of individuals into high pres­
sure brainstorming situations seems to result in sustained 
high pressure performance even when these individuals are 
later given extended time to complete similar tasks (see 
Tables 1 and 2). Conversely, when individuals are given 
longer initial periods to complete a task, these individu­
als increase their productivity as the time pressure is in-
creased (see Tables 5 and 6). Therefore, it follovvs that 
managers must carefully consider the time management 
and time allotment that employees are provided to com­
plete tasks. Special conditions in collaborative computing 
environments (like synchronicity and even asynchronicity) 
require knovvledge about hov/ to impose or relax time pres­
sure constraints on a group. Starting employees under high 
pressure conditions may create continued high pressure 
performance; providing too much time may be detrimen-
tal. One of the interesting findings of this study centers on 
idea creativity. Tables 7, 9, and 11 show surprisingly low 
mean scores for creativity relative to other studies on cre-
ativity (e.g., Dennis, Valacich, Carte, Garfield, Haley and 
Aronson, 1997). Our results indicate that individuals under 
any time pressure condition generate ideas that are rela-
tively low in creativity. A critical impact here is that man­
agers must recognize that placing individuals in high time 
pressure situations may result in ideas of relatively low cre-
ativity. 

Table 10: ANOVA for Idea Creativity (6, 6, 6 Group) 

Source 
Factor 
Error 
Total 

DF 
2 

357 
359 

SS 
0.55 
24.45 
25.00 

MS 
0.28 
0.07 

F 
4.04 

P 
0.02 

7 Limitations and Future Research 
There are several limitations associated with this study. 
First, undergraduatebusiness students were utilized in this 
study. Utilizing students in research that generates ideas 
may limit those ideas based upon the participant's lim-
ited experiences. Additionally, the students vvere given a 
portion of their final course grade for simply participating 
in the research. Therefore, the motivation, and as a con-
sequence, the pressure felt by the students may not have 
been as great as would occur in a business environment. 
Hovvever, using students as subjects in experimental treat-
ments comparing different approaches is generally consid-
ered a valid research approach as are the results (see Mc-
Grath, 1982; Gordon, Siade and Schmitt, 1986; Green-
berg, Gordon, Siade and Schmitt, 1987; Dobbins, Lane 
and Steiner, 1988; and Siade, Gordon, Dobbins, Lane and 
Steiner, 1988). Field studies in real business environments 
are impossible to control or repeat. Though, to better un-
derstand the impact of time pressure, it vvould be appropri-
ate to further study this variable utilizing individuals from 
the business environment in field studies. Further research 
is appropriate for both non-management as well as man­
agement groups. Studying the differences and/or similari-
ties between these two groups may aiso provide additional 
insights into time pressure studies. 

Second, the tasks used in this study, though attempting to 
inspire creativity, were simplistic in nature. This of course 
helps when using študent subjects, so long as sufficient 
time is allocated for the given level of task complexity. Al-
though the tasks vvere taken from prior GSS research and 
therefore grounded in the literature, čare should always be 
taken when generalizing the results across ali idea generat-
ing tasks. Investigating differing research tasks is an area 
in which further research is suggested. 

Third, even though two individuals rated idea quality 
(creativity) with high inter-rater reliabiiity, it is possible 
that the creativity scale was biased or inappropriate, or that 
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the ideas generated may not really have been very creative. 
Many low-rated creative ideas may weigh more heavily 
than a few, very creative ideas. In a real-world decision 
making situation, a few high-quality ideas may be the op-
timal solution space to the problem being solved, but, the 
creativity measure allows for many low-rated creative ideas 
to indicate a better job of brainstorming. This is a weakness 
of the creativity measure. In addition, in a real-world de­
cision making situation, the participants generally discard 
duplicate, irrelevant and low-quality ideas. This, however, 
would have skewed the study by adding another degree of 
freedom. 

Fourth, the facilitator announced the time remaining for 
each exercise every 30 seconds. During the final 30 sec-
ond intervals, participants increased the mean rates of their 
tasks which does occur in real-world brainstorming situ-
ations. Additional research in which the participants are 
not informed about the remaining time and the treatment 
abruptly ends without warning vvould be beneficial to de-
termine if this trend remains constant. 

Fifth, 3 minute blocks of time may have been too long 
(or too short) for the subjects to perform their task. Perhaps 
treatments consisting of shorter time intervals such as 1.5, 
3 and 4.5 minutes, or 1, 2, and 3 minutes, vvould have been 
more suitable. 

Sixth, learning curve influences may have occurred in 
that the students became more proficient with the softvvare 
or the brainstorming task itself, so that early efforts may 
have not been performed at the peak level of performance. 

8 Implications 
This work, and potential extensions, have some interest-
ing impacts on how managers can incorporate collabora-
tive computing technologies, and on how GSS could be de-
signed and utilized in practice. This includes newer col-
laborative systems that do not require aH participants in a 
meeting to work in the same plače at the same time. Time 
pressure exists even for groups vvorking asynchronously. 

Work groups are affected by time pressures, independent 
of special technology. A good manager should have an ex-
pectation of how much time an employee, or a work group, 
requires to perform a task at sufficient levels of competency 
and excellence. Now, managers must develop an awareness 
of how collaborative computing technologies, such as GSS, 
impact on task performance. A good manager must adjust 
his/her expectations for the group, and allow an appropriate 
amount of time to perform tasks at hand, especially when 
using GSS. A manager can then impose varying time pres­
sures for each task at hand to create a vvork environment to 
produce desired results, e.g., the quality level and amount 
of work performed. A good manager should know that too 
much time can be just as detrimental as not enough time 
for task completion. 

GSS can be designed to incorporate time pressure effects 
induced by a facilitator by indicating hovv close the group 

is to using their time allotment in completing various tasks. 
In synchronous mode, i.e., groups vvorking in a "decision" 
room - the same time / same plače situation, induced time 
pressure could keep the group 'synchronized' and move 
them along throughout their tasks vvhile using GSS. Time 
pressure effects could be more dramatic in asynchronous, 
dispersed groups, i.e., groups using Web-based groupvvare 
(see Turban and Aronson 1998) - the different time / differ-
ent plače situation. In this latter čase, time pressure is au-
tomatically imposed by creating strict deadlines (synchro-
nization points) so that the entire group vvill know vvhen it 
can vievv their results and thus knovv vvhen to move on to 
the next phase of the meeting to make further contributions. 
This is critical for dispersed groups in multiple time zones, 
vvhich is not uncommon in distance learning environments. 
The multiple time zone situation causes other problems, 
and managers must take čare to include ali members in the 
process. In either čase, time pressure and the effects of en-
trainment could generally be imposed by the facilitator in 
consultation vvith the manager of the group vvhen setting 
the agenda for the meeting. 

Further vvork can include using different sets of times, 
tasks other than brainstorming (such as decision mak­
ing tasks), multiple-step electronic group meetings, asyn-
chronous group environments, real-vvorld environments, 
comparison of GSS time pressure effects vvith those of 
groups in manual mode, the relationship of time pressure 
to member satisfaction, and others. 
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Virtual teams have become a fixture oforganizations in the 90s. Part ofthe reason for the creation ofvirtual 
teams is the existence ofiimited resources or need for peoplc to sbare kno\vledge concurrently over long 
distances. Software development is not an exception to this problem, and it is likely to become even more 
ofa distributed process in the near future. In this paper vve address the problema that are likely to be found 
in distributed Joint Application Design (JAD) efforts. We tben propose an interpretivistic study to perform 
a more complete analysis ofthe key issues in distributed JAD. Important applications to practice are raised. 

1 Introduction see where there are areas of agreement and where 
there are conflicts. Meeting with aH these impor-

IBM developed Joint Application Design (JAD) in the late tant people for over a week of intense sessions 
1970's as a process for coUecting Information system re- allovvs you the opportunity to resolve conflicts, 
quirements and revievving system designs. The premise or at least to understand why a conflict may not 
of JAD is to add structure to the requirements definition be simple to resolve. 
phase of analysis by involving key stakeholders in struc-
tured meetings run by a session leader (Hoffer, George 
et al. 1998). The JAD session leader is often asked to 
wear many hats (e.g., group facilitator, systems analyst, and ^"^ "^^^^ "^*^'" P'°^^^^^ f̂ ^ed by JAD proponents is that 
sometimes project leader). In JAD sessions, participants o^^" ' ' '̂  infeasible to have groups meet at the same tirne 
share knovvledge and documents pertaining to requirements ""'^ *" 1̂̂ ^ ^^"^^ P'"^^ ^"^ »o geographic separation, diffi-
definition including process models, data models, and other '̂ "'̂ V '" scheduling aH members, and other constraints. Al-
documents and diagrams. Computer Aided Software Engi- *°"gh Information technology (IT) easily allows dispersed 
neering (ČASE) tools help transform unstructured informa- "'" distributed work groups to communicate, the lack of 
tion into structured models that can be shared by aH partic- ^ce-to-face (FTF) involvement has provided new issues to 
ipants. The main purpose of JAD perhaps is best summa- ^^dress in the systems development environment (Bandovv 
rized in the follovving excerpt from (Hoffer, George et al. l^^^^' ^^''' P̂ P̂ "" P''̂ ^^"^^ °"^ "^"^'"S^ ^""^ """̂  '"'^'^^ 
joggv research project that investigates the coordination and fa­

cilitation of distributed groups conducting JAD. First we 
The primary purpose of using JAD in the present a limited review of the current literature regarding 

analysis phase is to collect systems requirements distributed JAD and facilitation of JAD sessions. Next, the 
simultaneously from the key people involved methodology employed in this initial project is explained. 
vvith the system. The result is an intense and We conclude the paper with a discussion of our findings 
structured, but highly effective, process. As with and conclusions. We have used the findings presented here 
a group intervievv, having aH the key people to- as the basis for on going and future research projects re-
gether in one plače at one tirne allows analysts to lated to distributed environments for group work. 
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mailto:ggkell@business.wm.edu
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2 Distributed JAD 
Drawing on the literature of traditional JAD research, crit-
ical elements have been identified in order to increase the 
likelihood of effective JAD sessions. (Carmel, Whitaker et 
al. 1993) identified the following four building blocks: 

1. Facilitation. A designated leader (or leaders) manages 
the meeting. Some JAD practitioners consider the 
meeting leader to be key to process success, even more 
so than the act of gathering the users in one plače, the 
essenceof JAD. 

2. Agenda setting/structure. The meeting must have a 
plan of action. 

3. Documentation. One or more designated scribes care-
fully document everything in the meeting. Various 
lists are rigorously maintained. 

4. Group Dynamics. Group dynamics techniques are 
used for inspiring creativity (e.g., brainstorming), re-
solving disagreements (e.g., airing facts, documenting 
them as "issues," taking notes), and handling speaking 
protocols (e.g., enforcing "only one conversation at a 
tirne"). 

Transferring these factors into a distributed setting is not 
necessarily an easy task. These building blocks become 
more difficult to manage vvhen groups become distributed 
geographically, and some of the key structures of JAD may 
become infeasible due to this distribution. 

Before examining the possible effects of distribution on 
traditional JAD, it is important to illustrate how groups can 
be distributed. Not only can groups be distributed by time 
and space (Johansen 1988), but they can also be proportion-
ately distributed by members. For example, some groups 
may have geographically co-located members and other ge-
ographically co-located members that are at another loca-
tion. This brings to light a third category, degree of dis­
tribution. Therefore, distributed groups can vary in time 
(same/different), plače (same/different), and degree of dis­
tribution (partial/complete). Please see figure 1 for an illus-
tration. 

With traditional JAD everyone meets at the same time 
often for several days at an off-site location thus provid-
ing an environment absent from other distractions. This 
scenario is unlikely to occur with distributed JAD due to 
normal business demands on participants that they are un-
likely to be able to divorce themselves from. Furthermore, 
there is often a lack of social norms of a typical group, 
and there is no particular consequence for missing an ac­
tion. On the other hand, research by (Evaristo, Scudder et 
al. 1998; Evaristo and Fenema 1999)suggests that critical 
to the success of distributed projects are: (1) a initial face 
to face meeting where ali the stakeholders meet and get to 
know each other; (2) a traditionally scheduled meeting, for 
instance once a week, vvhere everybody meets even if on a 
video teleconferencing link; this should happen even when 

there is no specific agenda to be discussed as subjects al-
ways come up anyway. It is the opinion of the authors that 
most distributed JAD in the future will be a combination of 
synchronous and asynchronous plače and time with distri­
bution of participants uncertain (e.g., can be partial or com-
plete). It is also important to note that the facilitator can be 
distributed, or co-located, and that there may be multiple 
facilitators. 

The role of the facilitator has been identified as one of 
the critical elements for successful traditional JAD. Ex-
actly hovv this role is enacted in a distributed environment 
is just beginning to unfold. The rapid grovvth and adop-
tion of the Internet, desktop conferencing, and telecom-
muting are requiring workers to participate in distributed 
meeting although many participants are ill prepared to ef-
fectively contribute in a distributed environment (Kelly and 
Bostrom 1998). When groups are distributed geographi-
cally the dynamics of the group change and this can of­
ten produce many challenges in facilitation. FTF groups 
exhibit more effective leadership and coordination compe-
tence over their distributed counterparts (Burke and Chi­
dambaram 1995). The importance of facilitation is height-
ened in a distributed JAD environment. The facilitator is 
often the person appropriating the technoIogy. To maxi-
mize the effectiveness of this new process, facilitators must 
be aware of the components that make-up the JAD envi­
ronment. They must be skilled at helping others address 
the task before them. The facilitator not only facilitates the 
actual JAD sessions but is also responsible for many pre-
and post- JAD session activities. It is often the facilitator's 
job to perform the agenda setting and providing structure 
that is identified as a critical JAD element. In addition, fa­
cilitators must also be skilled at helping group members 
deal withthe group dynamics aspects of the changes they 
are attempting to make, especially vvhen these changes are 
radical, as is often the čase with JAD (Conner, 1992). For 
example, group dynamics are an important aspect in getting 
a group to agree on task issues. 

In order for any group to be productive, it 
must give attention to task accomplishment. That 
is, the work of different members must be coor-
dinated and combined so that everyone is pulling 
together to attain the desired outcomes of the 
group session. At the same time, the group 
also must be mindful of the emotional and per-
sonal welfare needs of the members. If not, the 
group jeopardizes its ability to accomplish its 
task. Most seriously, if proper maintenance be­
haviors are not performed, the survival of the 
group is threatened. (Kayser, 1990, pp. 84-85) 

Socio-emotional behaviors associated with group dynam-
ics, on average, account for one-third of the group pro-
cesses with positive socio-emotional behaviors twice as 
likely as negative behaviors (Ridgeway and Johnson, 
1990). A need for balance betvveen task and social behav­
iors is required (Chidambaram and Bostrom, 1996; Kayser, 
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Figure 1: TheTime/Place/Distribution continuum 

1990; Dutton, 1987). There is no prescribed best blend; 
hovvever, the group dynamics issues are often disregarded 
in order to accomplish the task (Ellis and Fisher, 1994). 
Disregarding the group dynamics can be harmful to the 
accomplishment of the JAD session outcomes. An over-
emphasis on task functions may increase a group's short-
term performance; however, a continued focus on task 
needs alone can undermine the long-term effectiveness of 
the group (Bovvditch and Buono, 1990). 

Drawing from tradition facilitation research and litera­
ture, (Bostrom, Anson et al. 1993) identify a numberof ef-
fective interventions of group processes that are used in the 
traditional meeting environment (see Table 1). These in­
terventions have been identified in empirical and čase stud-
ies. These interventions are important for effective JAD 
sessions; however, it is not clear how to appropriate these 
interventions in a distributed environment. 

Several key points vvere identified when reviewing these 
studies (Bostrom, Anson et al. 1993). First, broader in­
terventions that support both effective task and group dy-
namic processes are superior to narrowly focused interven­
tions. This supports the argument previous made regarding 
the necessity of balance betvveen task and group dynamic 
related outcomes. Another key finding is that the effec­
tiveness of a facilitator is associated with training. Highly 

trained facilitators are more effective than facilitators are 
with less training. Training facilitators for distributed meet­
ings is truly in it infancy with very limited research. Fi-
nally, meetings are more productive when participants are 
provided some facilitation training (Hali and Watson 1970). 

Clearly, facilitators must be aware of not only the task 
but also the group dynamic dimension in order to best uti-
lize the JAD participants as resources. 

The small amount of distributed group research and 
some mixed findings make it very difficult to form any hy-
pothesis with regards to group dynamics and group per­
formance. Studies have shown member participation to 
be just as cohesive and equal in distributed groups (Burke 
and Chidambaram 1995), while other studies show that dis­
tributed groups have a greater tendency towards centraliza-
tion (i.e., a greater differentiation between leaders and pe-
ripherals), (Haythornthwaite 1999). Research in distributed 
applications development has found FTF contact to be crit-
ical to project success, especially at the initial formation 
of the group and also during regularly scheduled meetings 
(Bandow 1998; Evaristo, Scudder et al. 1998). While 
this paper does not assume that IT can replace FTF con­
tact, it does assume that it can play an important support 
role when groups are unable to meet FTF. The develop­
ment process and effectiveness of distributed groups is also 
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Table 1: InterventionsThatBroadly Improve Group Processes and Outcomes 

1. Applying Structured Procedures 
- providing instruction to group members (Hali and Watson 1970) 
- extending problem formulation (Volkema 1983) 
- extending idea generation (Ven and Delbecq 1974) 
- delaying solution adoption (Hoffman and Maier 1959) 

2. Encouraging Effective Task Behaviors 
- discussing task procedures (Hackman and Kaplan 1974) 
- applying explicit criteria (Hirokawa and Gouran 1989) 
- using factual information (Hirokawa and Gouran 1989) 
- maintaining focus on task goal (Dalkey & Halmer, 1963) 

3. Encouraging Effective Relational Behaviors 
- encouraging broad participation and influence (Hoffman and Maier 1959) 
- managingconflict constructively (Putman 1986) 
- emphasizing consensus acceptance over majority votes (Hali and Watson 1970) 
- applying active listening techniques (Bostrom 1989) 
- discussing interpersonal processes (Hackman and Kaplan 1974) 

4. Training 
- training group member and/or leaders (Hali and Watson 1970) 
- training external facilitators (Maier and Maier 1957; Bostrom 1989; Hirokawa and Gouran 1989; 
Anson, Bostrom et al. 1995) 

(Bostrom, Anson et al. 1993) 

a great unknovvn. There has been some work explaining 
that distributed groups develop differently in certain as-
pects (Coutu 1998) while some studies question whether 
or not geographical distribution even matters (Pavvar and 
Sharifi 1997). 

Due to the distribution of group members in a distributed 
JAD session, this can have a profound effect on how to ef-
fectively manage the four building blocks mentioned previ-
ously. This leads to the two main questions that this study 
attempts to create propositions from: 

1. How can we effectively facilitate distributed JAD? 

2. How can we effectively coordinate distributed JAD? 

It is important to recognize that facilitation and coordina-
tion are not mutually exclusive and are somewhat ambigu-
ous concepts. However the facilitation question hopes to 
raise propositions on the role of the facilitator, including 
the possibility of using multiple facilitators, and what facil­
itation/ group dynamics techniques and tools are effective 
or problematic and under which conditions. Coordination 
will raise propositions on effective or problematic schedul-
ing techniques, IT utilized, and providing documentation, 
or group memory. 

In this research paper we do not try to determine whether 
distributed teams are "better" than traditional teams. It is 
the bias of the authors that, in fact, they are not but they are 
a necessity. As was stated by (Melymuka 1997); 

Virtual teams are counterintuitive, difficult 
to design, costly and complex to implement, 
messy to manage and far less productive than real 

teams. But they address the needs of a new vvork 
environment in which dovvnsizing has left a ve-
neer of expertise to cover a global operation or in 
which mergers have created a patchvvork of mis-
matched skills and needs. 

3 Methodology 

A research project was created using two separate groups 
of students from universities A and B, about 60 miles apart. 
The premise of the research project was to have the two dis­
tributed groups of students participate in a distributed ap-
plication analysis project for a university registration sys-
tem. Each group of students was given specific roles and 
outcomes to achieve vvithin a 3-week period. Students are 
clearly knovvledge users vvith their own on-line course reg­
istration system and have been used in other studies as busi-
ness user substitutes with a very similar task (Hickey, Dean 
et al. 1999) The research project as it unfolded is described 
belovv. 

Initially, during class one of the instructors had the stu­
dents created a preliminary use-case scenario description of 
the registration system of University A, and placed it on the 
Web. He informed his students that they would role-play 
"users" of the registration system and that questions about 
the ušes and details of the registration would be forthcom-
ing shortly. There were 52 users and ali users had equal 
responsibility for the project. Users were instructed to an-
swer a minimum of two questions they received from the 
desisners. 
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The instructor of the students at University B informed 
his students that they would role-play "designers" and were 
recjuired to prepare a fairly complete analysis of the regis-
tration system at University A by asking questions to the 
"users". The designers were separated into 6 groups of 5 
students each. At the end of the 3 weeks, each group of 
designers had to turn in a detailed use-case scenario de-
scription of the registration system as vvell as individuai 
statements that included reflections about the project and 
distributed Communications. 

An e-mail distribution list was created, and ali students 
from both classes were given instructions on hovv to join. 
Roughly one week after the project was unveiled for both 
sets of students, ali had subscribed to the list. 

The groups of "designers" were given three weeks to 
complete the task of intervievving the "users" over e-mail 
and to deliver the required specifications documentation of 
the current registration system at University A. No formal 
facilitation or other structure were provided; hovvever, ali 
the students were enrolled in a Systems Analysis and De­
sign class and had received instruction about the responsi-
bilities of an Analyst. The students had learned about dif-
ferent techniques for acquiring design specifications. For 
the first week, there was no traffic in the distribution list. 
At this point, the instructors intervened and reminded the 
students that the project was due in two vveeks. 

The last two weeks saw a flurry of communication from 
both sides. Because no structure had been added to the dis­
tribution of emails, both users and designers became con-
fuse and frustrated with the project. For example, some 
designers asked very broad questions such as "list ali the 
inputs and outputs to the registration system." The users 
did not want to take the tirne to list aH the inputs and out­
puts and either did not answer the question or only provided 
partial details. This response is not unusual in a traditional 
systems development project when a question of this broad 
magnitude is presented to users. AIso, users only were told 
they had to answer a minimum of two questions. Approxi-
mately 72% of the questions posed were answered. 

At the end of the 3-week period, each of the group of the 
designers turned in a use-case scenario description. The re-
sults ranged from above average to below average. AIso, 
the designers and users turned in individuai papers about 
the project and their thoughts and conclusions about dis­
tributed communication. The lessons learned from this ini-
tial research project have been extremely helpful in setting 
up a subsequent distributed research project across three 
universities. 

The findings that will be presented in the next section 
are the combined results of qualitative observation of the 
distribution list Communications plus extended debriefing 
with the "designers" (i.e., students of the University B). 
Appendix A includes the actual half-page description of the 
registration system of University A. It is very brief and was 
intended only as a starter for the project. 

The interpretivistic analysis of the notes, emails, ČASE 
and vvritten materials resulting from this project generate 

the key categories of the problems or issues associated with 
distributed JAD. The grounded theory approach as pre­
sented in (Strauss and Corbin 1990) guides this research 
effort. This research is considered interpretive in that there 
are no formal propositions (although that will be an out-
come of the preliminary study), and that our knovvledge of 
reality will be obtained from a rich analysis of the initial 
studies (Klein and Myers 1999). The resulting list of is­
sues is classified and this classification scheme serves as the 
foundation for future research studies related to distributed 
JAD. 

The use of students should not be detrimental to this par-
ticular research project in that this is a preliminary inves-
tigation that vvill be extended to corporate groups doing 
distributed JAD. Furthermore, the students should benefit 
from learning to vvork in a dispersed environment. 

Business educators must help ali students 
become adept at distanced interaction, because 
skills in Information gathering from remote 
sources and in collaboration with dispersed team 
members are as central to the future American 
workp!ace as learning to perform structured tasks 
quickly was to the industrial revolution.(Dede 
1996) 

It is important to note that we acknowledge that, as re-
searchers, we may have certain biases (some of which we 
are aware of). This can lead to socially created distortions 
and relates to the principle of suspicion (Klein and Myers 
1999). We would like to identify some of the biases we are 
aware of: 

- A belief that while IT will not replace FTF Communi­
cations, it can act as a partial substitute. 

- A belief that technology is a tool and not a means to 
an end. 

- A belief that groups undergo an initial stage where 
many of the dynamics of the group and interpersonal 
relationships are formed. 

While there is some research on distributed groups, a large 
portion of it deals with electronic meeting systems and does 
not address the management and coordination of a com-
plex project. We feel there is a strong need to develop a 
richer understanding of distributed JAD in that it is becom-
ing more commonplace due to a combination of the con-
straints listed previously and the increased richness of IT 
in communicating shared knowledge between people. 

4 Findings 
Several sets of findings were gleaned from the data ob­
tained. Perhaps the most important was that no rapport was 
created between users and designers, pardy because of the 
relatively short tirne available to perform the assignment. 
Suggestions on how to improve the situation vvill be offered 



164 Informatica 24 (2000) 159-166 J. Suleiman et al. 

at the end of this section. The second finding addresses the 
tasic at hand. The iack of structure for asking questions and 
responding to emails led to frustration on both users and 
designers of the project. This was clearly evident in anaiy-
sis of the actual content and evolution of the e-mails across 
the distribution list. Finally, the process that developed in 
this exchangeof e-mails was also enlightening, seeming to 
suggest that the existence of a project manager or facilitator 
to the whole process would have been very helpful. Each 
of these findings is discussed in further detail belovv. 

The designers due to confusion about what exactly they 
were supposed to do did basically not use the first week. 
HoNvever, in the beginning of the second week, there was 
the sudden realization of the short tirne ahead to complete 
the assignment. At that point, there was a lot of commu-
nication from the designers - several messages hit the dis­
tribution list asking a large number of fairly vague ques-
tions. The users not only largely ignored this first set of 
messages because they were not aware of the actual an-
svvers but also because trying to answer them would take 
an inordinate amount of tirne. At no point did the design­
ers and the users take the tirne to make introductions and 
create a sense of groupness between the two distributed 
groups. The traditional "stages of small group develop-
ment" developed by (Tuckman 1965) identifies five steps 
that groups go through: forming, storming, norming, per-
forming, and adjourning. In this project, the designers, fac-
ing time pressure, went direcdy to the task at hand, largely 
ignoring forming and straight into storming. The building 
and maintaining of the relationship between the designers 
and users was bypassed to get the task done. Team and 
group development literature clearly identifies the need to 
for groups to build relationships in order to succeed at the 
task (Tjosvold and Tjovold 1995). Furthermore, the mem-
bers of the team gain more personal satisfaction if the time 
is taken to form some sort of relationship (Musgrave and 
Anniss 1996). When relationships in groups evolve, mem-
bers make their assessments of others on the basis of past 
history. Members should have Information on other mem-
bers' backgrounds, beliefs, and interest in establishing a 
good relationship. Team exercises that focus on increasing 
Information exchange among team members and encour-
age commitment early might help in the groups develop­
ment (Jarvenpaa, Knoll et al. 1998). First finding: address-
ing the task prior to establishing some form of relationships 
among group members can make completing the task diffi-
cult and lead to frustration among the group members. In 
a distributed environment, the forming of relationships ap-
pears to be a more complex issue than in traditional FTF 
relationships. For example, having all-inclusive meetings 
over chat lines may allovv people to get a better picture of 
the scope of the project as vvell as set the tone for the en-
suing vvork. This may be in fact one of the best rapport 
creating mechanisms to people who have never met. In 
future studies, we plan to investigate the building of rela­
tionships in distributed environments and utilize different 
rapport building techniques. 

After a regroup meeting on the part of the designers dur-
ing one of the regularly scheduled class, it became obvi-
ous that the absence of structure and rule from the designer 
group over the user group stopped them from "requesting 
and receiving" ansvvers. Although it is often the čase of re-
luctant users when analysts are trying to elicit requirements 
in traditional JAD, this was exacerbated in a distributed 
project where people did not even know each other or had 
an appreciation of the real level of knovvledge the other 
side had. When designer tried gathering data, the random-
ness of the questions and reply to questions coupled with 
the Iack of documentation standards led to sub-par perfor-
mance of the designers. Etiquette about exchanging Infor­
mation needed to be created. The designers did recognize 
the problem and began to ask questions that vvere simple as 
vvell as vvorded in a very niče way. Second finding: struc­
ture and rules have to be clearly stated and accepted by ali 
group members vvhen conducting distributed JAD sessions. 
In this čase, it vvould have been vvise for the designers to 
suggested some ground rules and examples of documenta­
tion for the users to have a better appreciation of the type of 
material that vvould have aided the designers. A document 
repository vvould have been a great help. 

Eventually ansvvers started to pour in; hovvever, several 
nevv problems surfaced. For instance, duplicate questions. 
And duplicate ansvvers, because sometimes the responses 
instead of being addressed to the list were sent to the indi-
vidual vvho had asked them, vvho by its turn vvould not post 
it to the list. Simple issues such as no multiple questions 
in one e-mail (a fevv are always ignored); hovv to deal vvith 
conflicting ansvvers to the same question; very limited use 
of totally open-ended questions; and perhaps the most im-
portant of aH, the need for real-time communication such 
as a chat line, perhaps vvith representatives of both groups 
are ali process issues that needed to be addressed. This pro­
cess learning is part of the third finding: the existence of a 
project manager or facilitator to the vvhole process vvould 
have been very helpful. 

We conclude are discussion vvith the role of a potential 
facilitation mechanism. By default, vve had a situation v/ith 
virtually no facilitation. No rules or guidelines to commu­
nication vvere sent over the distribution list. We decided to 
call it level "O" facilitation. A logical upper level of facil­
itation vvould have been to suggest several rules for com­
munication and make them available both for users and 
designers - level " 1 " . Active involvement of an assigned 
facilitator vvould then be level "2". An active facilitator 
vvould read aH the messages, make suggestions on the air 
and gently prod both sides to correct the process. It vvould 
also help create the rapport and trust at the beginning of 
the process through an all-together meeting over NetMeet-
ing or any chat mechanism. Finally, vve envisioned also 
a level "3" facilitation, vvhere the actual correspondence 
vvould be mediated by the facilitator, vvorking almost as a 
censor. Based on vvhat vve savv, this level seems to be too 
intrusive, and we vvould suggest level 2 as the most effi-
cient in this čase. Level 2 vvould also have the advantage of 
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involving users to a higher extent, something that has been 
shown to improve the quality of the system. 

We have taken the view that structure can be used as a fa-
ciUtation tool for distributed groups. We have avoided me-
dia choices and media richness as described by (Daft and 
Lengel 1986). And conversely feel that arguments against 
media richness (Ngwenyama and Lee 1997) and for media 
synchronicity (Dennis and Valicich 1999) are not applica-
ble for this paper. The scope of this research project was 
exploratory and too broad to incorporate any of the media 
theories. It is our bias that media choice is a function of 
specific circumstances including task, group, history, and 
facilitator preference. For distributed groups media choice 
is a very important issue for future studies and we plan on 
examining this as an extension of this study. 

Distributed JAD is likely to be more common in the 
future, particularly because of cost of traveling and com-
mitting a large number of people for a relatively extended 
tirne, limited resource and knovvledge availability, and need 
to share knowledge on a worldwide basis over long dis-
tances. We are already seeing outsourcing across coun-
tries, but typically the almost finished set of specifications 
is sent to the actual developer (Kumar and Willcocks 1996). 
This works particularly well with strongly structured ap-
plications, such as payroll and other transaction process-
ing systems. On the other hand, the more communication 
is needed across the different stakeholders in the different 
stages of systems development; the least likely is that de-
velopment will be outsourced because of the natural imped-
iments caused by the distance. Naturally, if the communi­
cation and coordination problems that arise in situations of 
highly unstructured systems could be ameiiorated, then it 
may be claimed to be one step closer to the elusive goal of 
true distributed softvvare development. Therefore, an un-
derstanding of these communication and coordination is-
sues - including during the analysis phase over distributed 
environments - is fundamental to improving the long-term 
performance of software development productivity and ef-
fectiveness. 

Finally, the need for effective facilitation in today's busi-
ness environment is clearly stated by (Kayser 1990) in his 
book Mining Group Gold: 

In today's competitive, turbulent, complex, 
interdependent economic environment, teams, 
teamwork, and collaboration, by necessity, are 
the heart and soul of world-class organizations 
for the 90s and beyond. Teams have two assets 
that exceed those of any individual on the team: 
they possess more knowledge, and they can think 
in a greater variety of ways. The potential assets 
may not always be reached hovvever. Because of 
poor facilitation and leadership, teams may fall 
into so much dysfunctional conflict that they can-
not operate. On the other hand, excellent facilita­
tion and leadership can move the team to realize 
its fuU potential and produce a superior output 
which propels everyone's commitment and feel-

ings of satisfaction to their zenith. Group ses-
sions are not to be trifled with. Your organiza-
tion's success, and your ovvn personal growth, 
development, and promotability, depend on your 
ability to seize every meeting opportunity as a 
forum for role-modeling facilitation and coUabo-
rative leadership. (pp. 31-32) 

Hovv to effectively facilitate meetings and JAD sessions in 
distributed environments is a question that demands an-
swers - as this form of group communication becomes 
routine in both universities and businesses. This research 
project makes an initial attempt to begin to understand 
the complex dynamics that exist with distributed JAD ses­
sions. These learnings provide us with some of the build-
ing blocks for future research. The distributed environment 
that business is embracing provides researchers with a rich 
and very important area to study as we enter the next cen-
tury. 
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As research with group support systems (GSS) moves forward, researchers must watch for and identif'y 
possible derivative process losses: proposed bere as tbose process losses introduced into the group meefing 
process while researcbing a primary dysfunction. Tbis paper reviews a set ofGSS literature in order to find 
support for sucb derivative process losses. One sucb loss, "stronger Identification \vitb non-consensus," 
is discussed in more detail. A researcb study is proposed to belp expose tbis consensus gap in electronic 
nneetings. 

1 Introduction 

The fundamental triangle of societal problem 
solving requires that a team, \vorking vvith ap-
propriate methodology, address the issue to be 
resolved. Because of the extensive differences 
betvveen an individual and a group, it would be 
astonishing if the same methodology of explo-
ration or inquiry would be equally effective for 
individuals and groups. (Warfield 1989) 

As research in group support systems (GSS) moves for-
vvard, it must recognize that the environment in which the 
research is conducted changes (Briggs et. al. 1998, Nuna-
maker et. al. 1997). Essentially this means that as re­
searchers identify and study one area of interesi, other ar­
eas of interesi may become salient. The complexity of the 
group research area almost compels such trade-offs. Mc-
Grath characterizes these trade-offs as "horns of a research 
dilemma" (McGrath et. al. 1982). 

The fundamental reason for problem solving teams or 
groups is to "address the issue to be resolved." As the 
team vvorks tovvard resolving that issue though, character-
istics of the group members combine vvith those of the task 
in vvhat is almost an infinite number of ways of vvhat Si­
mon (1976) refers to as "choice making." Combinations 
that move groups tovvard "better" choices or decisions are 
termed process gains. Those combinations that move the 
group away from a "better" choice or decision are termed 
process losses. Shavv (1981) identifies the major areas 
of process losses and process gains along vvith significant 
group research in those areas. 

Process losses are found vvith traditional groups, so re­
searchers, should openly expect to find nevv process losses 
identified vvith electronic groups. As ongoing iterations of 
research in this area occur that compare manual to elec­
tronic environments (Dennis et. al. 1997, Benbasat and 

Lim 1993), nevv environments are created. One such envi­
ronment is the group support systems environment vvhich 
has been defined as an "Interactive, computer-based envi­
ronment that support[s] concerted and coordinated team ef-
fort tovvard completion of joint tasks" (Nunamaker et. al. 
1997). 

Adapting Warfield's opening quote to this situation then, 
why vvould we expect the manual rules to follovv through 
into the electronic environment. In fact, we should expect 
these new environments create their ovvn potential nevv pro­
cess losses for study. For our purposes, we shall refer to 
these type of process losses that occur as a consequence of 
a GSS as "derivative losses." 

The vvork comparing nominal group brainstorming to 
group brainstorming demonstrates one such evolution of 
a derivative loss. The format proposed by Osborn (1963), 
group brainstorming (members producing a list as a group), 
has been compared over three decades in the research to the 
nominal group technique (NGT - individuals first vvorking 
separately then combining to produce a list (Van deVen and 
Delbecq 1974)) vvith the NGT vvinning most comparisons 
(McGrath 1984). GSS researchers (Dennis et. al. 1993, 
Valacich et. al. 1994, Nunamaker et. al. 1997), have 
updated this research stream into the electronic medium 
vvhere electronic group brainstorming, based on Osborn's 
brainstorming and Van Gundy's (1981) brainwriting, out-
performs its electronic nominal group counterpart. Inter-
estingly, it should be noted that at the same time the brain­
storming debate may be moving tovvard resolution, a nevv 
dysfunction - the stronger Identification of non-consensus 
(Benbasat and Lim 1993) may have been introduced. 

Research in other areas may lead to similar evolution 
in those areas. Gallupe et. al. (1992) studied the ef-
fects of group size in the electronic and non-electronic 
environments. Analysis of the results shovved that elec­
tronic groups evaluated better on productivity and produc-
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tion blocking. Shepherd et. al. (1996) studied the impact 
of social comparison on group peiformance. Other dra-
matically broad research questions stili abound in this field 
including questions on anonymity, "flaming," and business 
process reengineering (Briggs et. al 1998). 

So, it is proposed that as GSSs are implemented, re-
searched and used, the new environment may create their 
own set of group process losses. This paper lists a few 
candidates for GSS deri vati ve process losses in Table 1, 
then proposes ground rules for minimizing them in prac-
tice. For example, one such loss - stronger identification of 
non-consensus - is suggested along with some experiential 
information on minimizing the loss. 

2 Potential Process Losses 

2.1 Channel Conflict 

Most researchers agree that conceptually the activities per-
formed by groups can be defined as either task-oriented or 
social-oriented. If we envision the two types of activities 
as information channels and we define the way to get infor­
mation distributed to a group as the medium, then for tra-
ditional meetings with only one serial, verbal medium, we 
can easily see that there is a conflict for use of the medium 
by the two channels. 

In fact, several methods and scales have been developed 
to encode a group's activities and to study groups along 
these scales. Poole (1983) produces meeting flovvcharts 
describing the levels of each activity. Lim and Benbasat 
(1993) defined meeting comments as "on-task" or interper-
sonal for their research purposes. In this context, then we 
have a mis-appropriation of the channel and have created a 
perceived "loss" when a comment is not "on task." 

Miranda and Bostrom (1994) recognize these separate 
channels in'their work on managing group member con­
flict. In their work, issue-based information is task channel 
oriented while interpersonal information relates to the so­
cial channel. The conflict betvveen the channels was mon-
itored and used in their definition of productive groups. In 
addition, popular theories when applied to GSSs, position 
themselves to account for varying levels of both types of 
activities (see below). 

2.2 Information Overload 

Revievv of early problem solving literature (Polya 1957, 
Warfield 1989, Osborn 1963, Whiting 1958) identifies four 
generalized problem solving processes or activities: dis-
covery, the uncovering of information; analysis, the decom-
posing of information into data and perspective; synthesis, 
the recombining of data into information; and choosing, 
the act of selection a solution to the problem. These four 
processes and their relation to the problem domain can be 
represented using Figure 1. 

The divergent processes (uncovering, analysis) histori-
cally have been "easier" for groups to accomplish. Re­

search shows that electronic GSS have been able to outper-
form traditional methods for producing numbers of com­
ments and numbers of unique comments (Shepherd et. al. 
1995, Gallupe et. al. 1992, Dennis et. al. 1993, Jarven-
paa at. al. 1998, Lim and Benbasat 1993). Along vvith this 
increased production, comes the associated dysfunction of 
groups inefficiently combining and filtering the large lists 
of comments, ideas, items, etc. 

In fact, this activity of synthesizing large set of infor­
mation leads directly to one operational definition of task 
complexityby Benbasat and Lim (1993). Hereeitherof the 
independent activities of "generating OR choosing" were 
defined as lovv complexity, vvhile the combinatory activity 
of "generating AND choosing" was defined as a high com-
plexity task. Interestingly, this productivity increase has 
been studied in relation to the amount of conflict it adds to 
the group (Miranda and Bostrom 1994). 

In traditional groups, facilitator and meeting techniques 
have been used to successfully combat this problem of 
information overload (Doyle and Strauss 1982, Bradford 
1976). The practicality of the facilitator in the role of in­
formation manager has been studied in electronic meetings 
(Griffith et. al. 1998). There are indications that GSSs are 
allowing groups to produce more information than they or 
the GSS can economically, effectively or efficiently han-
dle. This calls for better and more techniques in GSSs to 
address the synthesis activity. 

2.3 Overhead Costs 

Meetings have overhead costs. Dennis and Valacich (1993) 
propose that one such cost is the time "participants in elec­
tronic groups must read and think about ideas before those 
ideas can stimulate new ideas." Diehl and Stroebe (1991) 
are a little more harsh when they proclaim that from their 
research with idea producing groups, "waiting time is not 
used productively." Without passing judgment on the spe-
cific positions, it \vill be stipulated that there exists ineffi-
ciencies in having the whole group wait vvhile one member 
completes the reading of the accumulated information. 

2.4 GSS Implies VVrong Structure 

There are numerous methodologies and techniques for 
vvorking vvith groups. For example, one can find over 100 
such techniques used by Fortune 500 businesses in the Vest 
Pocket CEO (Hiam 1990). Automating these techniques 
leads to an interesting dilemma though. Each of the auto-
mated techniques comes vvith an inherent bias vvhich may 
or may not be appropriate for the group's problem environ­
ment. The ways in vvhich these methodologies and tech-
niques organize information and permit groups to exchange 
that information is referred to as the "communication struc­
ture" (Johnson 1993). Tvvo popular theories try to incorpo-
rate this notion of communication structure into research 
models for GSSs. Both are concerned vvith hovv vvell the 
group environment and GSS technique match. 
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Table 1: GSS Process Gains and Losses 
Derivative Process Losses 
channel conflict 
Information overload 
overhead costs 
GSS influence choosing \vrong "structure" 
stronger identification of non-consensus 

Primary Process Gains 
Better analytical support 
Easier multi-phase voting 
More reflective 
Increase in "effective" group size 
Wider perspective of information domain 
Removal of tirne and geographical constraints 

Problem Analysis Solution 

Figure 1: General Problem Solving Activities/Phases 

Media Richness (Dennis et. al.) places different group 
environments such as face-to-face, telephone and written 
environments along a spectrum of hovv much of these activ-
ities (social and task) the environment can support. It fur-
ther proposes that we need to make sure the environment is 
large enough to accommodate the needs of the group, the 
task and the GSS technique. Those groups which do not 
have a media rich enough (large enough) channel are sus-
ceptible to varying degrees of failure. Therefore, the GSS 
chosen precludes the appropriate technique from being se-
lected by imposing too narrovv a structure. 

Adaptive Structuration Theory (AST) outlined by Poole 
and DeSanctis (1989) undertakes to explain hovv groups 
adapt to nevv environments, especially as technology is in-
troduced. A concept of "appropriation" is used in the the-
ory to refer to "the manner in vvhich structures are adapted 
by a group for its ovvn use through a process called struc­
turation, vvherein structures are continuously produced and 
reproduced (or confirmed) as the group's interaction pro­
cess occurs" (Gopal et. al. 1993). Here a group, through 
successful structuration, can use the channel for both social 
and task oriented activities. 

In ali cases, the vvrong techniques or meeting structures -
those not providing enough richness or those not matching 

the group's environment - can be chosen simply because 
they are the ones available in a GSS. This is the electronic 
version of Groupthink, the dysfunctional group process of 
myopic thinking, vvhere groups continue dovvn an inappro-
priate meeting activity vvithout questioning and are encour-
aged by the structure bias of a GSS. 

2.5 Reduction in Consensus 

The American Heritage Dictionary defines consensus as 1.) 
collective opinion 2.) general agreement or accord. Look-
ing closer at this concept, one observes that consensus is 
an opinion and therefore a human characteristic. In turn, 
this opinion creates a position or perspective. Finally, the 
concept of "general agreement" can be vievved as a har-
mony vvithin some defined tolerances. Once the tolerance 
of agreement is broken, then there is no consensus. 

Juxtaposed against what consensus means, there are at 
least three important concepts of vvhat consensus does NOT 
mean. First, it does not mean "no disagreement." In fact, 
the above definition explicitly allovvs for disagreement vvith 
the concept of tolerances. Second, in some situations con­
sensus may or may not be a goal of the group. Finally, 
the level of consensus is not static and may changequickly 
based upon nevv information received by the group. 
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Individuals hold the dictionary and many more funda-
mental definitions of consensus when they combine into 
groups. Any definition of consensus for the group must 
respect an amalgam of these individual perspectives. But, 
in the end, it is this amalgam which generates the deriva-
tive process loss or dysfunction in the group. For example, 
one individual may believe that a meeting produced a high 
level of consensus while a second individual believes little 
consensus was achieved in the same meeting. 

A comprehensive definition of consensus remains elu-
sive vvith some researchers prescribing consensus while 
others are vvilling to simply describe. On the one side, 
Sniezek and Henry (1990) calculate consensus using"judg-
ment accuracy" in their studies on consensus and corre-
sponding social interaction. Bradford (1976) simply de-
scribes consensus seeking as "the maintenance function" 
of a meeting that resolves the polarization which occurs 
around issues in meetings. From here, he lets the facilitator 
and group define consensus for the specific task. 

Compiling these concepts, the following working defini­
tion for group consensus is proposed: 

Group Consensus [on a topic] is a group po-
sition to which the members of a group have con-
tributed and about which the members are in gen­
eral agreement or accord. 

Benbasat and Lim's meta-analysis (1993) of experimen-
tal studies vvith group support systems (GSSs), evaluated 
group support research studies based upon the studies' own 
definitions of consensus. Interestingly, Benbasat and Lim 
identify a "reduction in consensus" and call for additional 
exploration in this area. 

There are three major observations relating to group con­
sensus which may help explain how a "reduction in consen­
sus" may be generated by vvorking in a GSS. First, creat-
ing group consensus seems to be a fundamental activity to 
group problem solving. Second, developing a group con­
sensus is a "high complexity" task, implying difficulty for 
groups to successful complete. Third, developing consen­
sus implies an inherent process conflict. 

Most processes or methodologies \vhich wish to "re-
solve an issue" do so in the effort to gain a choice or con­
sensus about a choice. Therefore most problem solving 
methodologies have the fundamental activity of consoli-
dating individual perspectives into a group perspective in 
order to choose or create a "best ansvver." For example, 
Churchman's alternative assessment (1979), Mason and 
Mitroffs stakeholder assessment (1981), Saaty's priority 
scaling models (1980), and Fox's voting methods (1987) 
ali address verifying alternatives presented by group mem­
bers before choosing. 

As we see in Table 2, many authors have divided prob­
lem solving into two sub-processes geared to divergent and 
convergent activities. These and their counterparts are used 
by Benbasat and Lim in their meta-analysis to define task 
complexity. In their vvork, a task which undertakes both 
processes would be high complexity. Often developing 

consensus requires these two sub-processes and under this 
definition easily should be accepted as a highly complex 
group task. 

These first two observations lead to the third; and to 
what would seem to be a paradox of consensus. The sub-
processes found in consensus-building antagonize each 
other. There exists a significant tension betvveen divergent 
and convergent processes. The paradox is that identifying 
this tension or conflict is necessary to build the "agreement 
or accord." Too much tension is chaos and anarchy; too 
little tension is groupthink. 

The tension is exposed by revievving Osborn's (1963) 
and Whiting's (1958) brainstorming rules vvhile knovving 
that in the near future, the group must categorize any list 
created using those rules. The rules: "Judgment is ruled 
out," "free-vvheeling is encouraged," "Quantity is desired," 
"Use a broad experience base of participants," "Include an 
'outside.' member," when applied to group brainstorming 
produce a list of items that resists categorization. It is this 
resistance that vve may be identifying and labeling as non-
consensus when, in reality, vve have as much functional 
consensus - the level of consensus group members perceive 
- as we have ever had. 

In summary, successful consensus building is a highly 
complex task because it must interface two or more dia-
metrically opposed meeting sub-processes. If GSSs help 
groups produce more in the divergent process and but do 
not help in the convergent process, then less consensus 
should be expected. 

3 Research Model 

An exploratory research study was undertaken to explore 
the derivative loss of non-consensus observed by GSS re­
searchers. It vvas proposed that electronic groups realis-
tically get more Information than verbal and it is this ad­
ditional level of Information that leads to non-consensus. 
We believed that there were two sources of this Informa­
tion unique to the electronic environment when compared 
to the verbal environment: the discussion process and the 
results of the vote process. An experiment vvas designed 
and implemented in order to test these tvvo areas. 

Twenty-two, 10-person group meetings vvere run over 
a two-week period at the end of a semester. While spe­
cific demographics vvere not kept, the subjects represent the 
general student-body characteristics vvithin the College of 
Business. The College itself provides a residential campus 
environment in a small, state-supported university climate. 
Participants vvere full-time, junior and senior level students 
from five differentcourses. The studenfs ages ranged from 
early tvventies, as vvith traditional students, to late forties, 
found vvith some re-entry students. The task for the meet­
ing was a discussion and rank-order vote regarding five 
methods that faculty use to evaluate students. Tvvo revvards 
for the participants vvere associated vvith the meeting. One 
revvard that vvent to ali participants vvas extra credit points 
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Table 2: Problem Solving Sub-processes 
Researcher 
Osborn(1963) 
Cowan(1986) 
Polya(1957) 
DeBono(1985) 
Warfie]d(1989) 
Benbasat&Lim(1993) 

Divergent Process Convergent Process 
Ideation 
Clarification 
Decomposing 
Lumpers 
Analysis 
Generating 

Synthesis 
Categorization 
Recomposing 
Splitters 
Synthesis 
Choosing 

in their class. The second was a chance to win $10 cash by 
"focusing" on the task. 

Each group experienced one of four meeting formats: 
Electronic Unknown (EU); Electronic Known (EN); Verbal 
Unknown (VU); Verbal Known (VN). A handout vvas de-
veloped that described the concept of consensus and how to 
measure the level of agreement between rank-ordered lists 
from multiple judges. This handout was pre-tested and re-
vievved for clarity and understanding vvith students, who 
were not candidates for the study. The same handout and 
narrative was presented to ali group members in ali groups. 
During the presentation, the acceptable level of consensus 
was defined as the "level of consensus, betvveen 0.0 and 
1.0, at which you, personally, vvould say a group has con­
sensus." Each participant vvas asked to record his/her level 
of acceptance (ACC) for an "average" študent group. 

Ali groups used the same electronic meeting room for 
the purposes of the maintaining the same meeting environ-
ment. The five methods (Tests, Homevvork, Quizzes, Term 
Paper, Group Project) were presented to each group. A 
definition of each method vvas read to the participants and 
any questions for clarification ansvvered. The participants 
vvere instructed to discuss the five methods amongst them-
selves. Half the groups used electronic softvvare (E) and 
half used traditional verbal discussion (V). Electronic dis-
cussions vvere implemented using the GroupSystems soft­
vvare and no verbal discussion allovved. Groups moved on 
to voting vvhen their discussions ended. Discussions ended 
once the group members agreed verbally to move on; either 
vvhen typing and reading stopped in the electronic groups 
or vvhen the conversation stopped in the verbal groups. Dis­
cussions varied in length from 8-12 minutes. 

After the discussions, each participant vvas asked to rank 
order the list of grading methods based upon the instruc-
tion "Which method, do you feel, represents the best way 
for a študent to accurately display that he or she knovvs a 
topic. The 'best' method vvould go to the top of the list; 
follovved in order by the next best until ali items on the list 
have been ordered." Ali groups used electronic softvvare 
to record their votes. After the votes vvere collected, but 
before the results vvere displayed, each participant vvas re-
quested to estimate the level of consensus (EST). Referring 
back to the level of consensus discussion, each participant 
recorded a number betvveen 0.0 and 1.0 for the discussion 
and vote they just performed. 

The results vvere displayed to the group in matrix format 

similar to that used in the handout. Half of the groups re-
ceived the full matrix shovving the actual (ACT) computed 
consensus and therefore knevv (N) the actual consensus for 
their group from that point forvvard. The other half of the 
groups received the full matrix but vvithout the actual cal-
culated consensus displayed and therefore the actual com­
puted consensus remained unknovvn (U) to them from that 
point forvvard. 

Each participant completed a questionnaire. Five of the 
questions (Ql through Q5) were geared tovvard their per-
ception of the outcomes of the meeting. One question each 
to cover; satisfaction vvith the outcome of the meeting (Ql), 
satisfaction vvith the process of the meeting(Q2), satisfac­
tion vvith fair representation in the discussion portion of the 
meeting(Q3), satisfaction vvith the fair voting portion of the 
meeting(Q4), satisfaction vvith the use of tirne in the meet-
ing(Q5). Four additional questions vvere used to ask the 
students about: hovv seriously they took the exercise(Q6), 
the importance of the rewards(Q7), ease of use for the vot­
ing software (Q8) and vvhen used, the ease of use for the 
discussion software(Q9). 

The actual level of consensus vvas revealed to the rest of 
the groups. The $10 revvard vvas avvarded to that participant 
vvho had estimated the closest to the actual group consen­
sus. The participants vvere debriefed as to the purpose of 
the study and admonished not to share the purpose or con-
tent of the experiment vvith other students vvho may yet be 
part of the experiment. 

4 Results 

The difference in acceptable (ACC) levels of consensus 
across the groups proved insignificant thereby establishing 
that the research vvas starting vvith similar groups with re-
spect to their pre-experimentcharacteristic - ACC levels. 

In addition, many of the results vvere consistent vvith lit­
erature on vvhich the conjectures vvere based. Groups vvith 
verbal discussions shovved a higher level of actual consen­
sus (ACT) than did the groups vvith electronic discussion. 
From the questionnaire results, the saliency of the revvards 
and ease of use seemed strong and thus vvould not act as 
confounds. With regard to the discussion process, partici-
pation vvas higher in electronic groups vvhen measured by 
number of comments and by number of participants vvho 
contributed to the discussion. Ali of these findings indicate 
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that we had created an environment consistent with those 
that had produced non-consensus in the past and on which 
we can appropriately perform our tests. 

Overall, the differences between question 1(Q1), ques-
tion 3(Q3) and question 4(Q4) were ali significant. The 
difference in group consensus among the four groups was 
significant (.0191). Differences in actual group consen­
sus (ACT) betvveen the groups in the electronic discus­
sion (EN and EU) and the groups in the verbal discussion 
(VN and VU) carried a Iower leve! of significance (.0893 
and .0637 respectively). Significant differences were also 
found among the estimates (EST) made by the participants 
in the four groups. 

Several differences between the verbal and electronic 
discussion groups proved significant. Verbal groups were 
more satisfied, defined as more vvilling to accept, their 
meeting outcomes (Ql). Paradoxically, Electronic groups 
were more satisfied than their verbal counterparts with two 
of the meeting components: their representation in the 
meeting (Q3) and their voting process (Q4). No signifi­
cant differences were found between the knovvn - unknovvn 
groups for any of the five questions. 

5 Discussion 

The study provides additional evidence of vvhat may be 
termed a consensus gap for groups. There is a significant 
difference in the estimates of consensus (EST) between 
Verbal and Electronic groups. In addition to having less 
actual consensus, participants in electronic groups also es-
timate their consensus lower than those in verbal groups. 
So, their perceived non-consensus (ACC - EST) is greater. 
We know that they feel that their meeting process is "more 
fair" in the area of discussion and voting, but they are less 
satisfied with the meeting outcomes than the verbal groups. 
Based upon our findings, the fact that the group knows or 
does not their actual consensus does not seem to impact 
their satisfaction with the meeting outcome or process. 

We must look deeper into the differences between the 
electronic and verbal discussion processes to find an expla-
nation for the higher levels of non-consensus in electronic 
discussions. One hint we have is that the participants ob-
serve and discount their estimates of consensus more if they 
are in an electronic environment. Again, as more Informa­
tion is shared and more participation occurs, this derivative 
loss become more plausible. 

The importance of this derivative loss phenomenon to 
the practical vvorid is growing. We are anticipating the 
practical use of virtual vvork groups in the business world, 
in the academic world and for leisure tirne. As pointed out 
here, one major concern will be how well virtual groups 
will be able to institute, monitor and determine consensus 
in their decision making. 

6 Summary 

In summary, this paper proposes that as GSSs are created 
and targeted toward addressing process losses in traditional 
meeting and group environments, new types of process 
losses may be generated. These are derivative - or sec-
ond generation - losses brought on by the interaction be-
tvveen the historical variables of group and task character-
istics and the new environment of GSS. Five such deriva­
tive process losses were identified from the literature and 
discussed. The paper concluded vvith a summary of a re-
search project that studied one of those derivative losses -
more non-consensus in electronic groups. The results of 
the study reiterated the findings in the literature concern-
ing comparisons betvveen electronic and verbal groups. In 
addition, it proposes that the real issues for increased non-
consensus reside in the differences in the discussion or pro-
duction of Information in meeting. 
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This survey reports on corporate use of groupv/are, specifically Lotus' Notes, Novell's Groupwise and 
Microsoffs Exchange. Out of 71 businesses tbat responded, 82% use groupvvare. The functions ranked 
most important and most common stili focus on traditional communication such as knowledge sbahng, 
remote access and e-mail. Newer functions, such as customer service, launchinga website or E-commerce 
platform, reported much lower importance ranking and usage. Overall, groupv/are received bigh ratings, 
including overall satisfaction, product satisfaction and increasing productivity. The respondents included 
both IT managers and end-users, wbo responded similarly, except that managers vvere somewbat more 
critical of the groupv/are. The MIS department led the adoption process in terms of v/bere tbe respondents 
learned about groupv/are, proposals for adoption of groupv/are, and sponsorsbip of groupv/are adoption. 
Some differences were found in softv/are adoption by sponsor: top management preferredLotus' Notes, 
and sponsored larger installations. 

1 Introduction 

Developments began in the mid-1980s that changed the 
way businesses viewed computing. Instead of one person 
vvorking at one computer, new computer support for groups 
vvorking together vvere evolving. Many factors contributed 
to this including "... a) computation inexpensive enough 
to be available to aH members of some groups; b) a tech-
nological infrastructure supporting communication and co-
ordination, notably networks and associated softvvare; c) a 
\videning familiarity with computers, yielding groups will-
ing to try the softvvare; d) maturing single user application 
domains that pushed developers to seek new ways to en-
hance and differentiate products." (Grudin, 1994). These 
tools vvere called group decision support systems (GDSS) 
or computer-supported cooperative vvork, (CSCW) depend-
ing on the type of groups they supported. GDSS tools vvere 
used to support meetings vvhere ali the participants met at 
the same plače and the same time. CSCW tools could also 
support groups meeting at the same time, although in dis-
persed locations. Electronic mail vvas becoming common 
in academic environments, supporting communication be-
tvveen people across time and space. This communication 
could be either synchronous or asynchronous. The more 
all-encompassing term "groupvvare" came about in the late 
1980s. A complete definition of groupvvare is provided by 
S. R. Ahuja (1989): "Groupvvare refers to computer and 

Communications systems that provide communication, co-
ordination and collaboration services for cooperating peo­
ple." J. R. Ensor (1990) provides a common, simpler def­
inition: "Computer-based systems that help tvvo or more 
people vvork together are called groupvvare." 

Just what does "communication, coordination and col­
laboration" mean in terms of functionality? Several com-
panies are trying to determine vvhat the customer wants and 
vvorking to develop it as fast as possible. Three big com-
petitors are Lotus' Notes, Microsoft's Exchange (Outlook), 
and GroupWise by Novell. These products have split the 
market pretty evenly. Smaller start-up companies have also 
entered the groupvvare market (Gagne, 1997). This area is 
grovving and stili being defined. Nevv functionality is con-
stantly being added. Some of the softvvare changes include 
use of Java, and Internet capabilities (Radosevich, 1997; 
Lavilla, 1997),incorporationof workflow(Bort, 1997), and 
use of standardized scheduling tools (Thomas, 1997). To 
date, there is little research to guide this development, in 
terms of vvhich of these capabilities are being used, hovv 
important they are, and hovv satisfied people are vvith their 
groupvvare. Many academic research studies have been 
done on EMS (electronic meeting systems) but most of 
these studies have ignored asynchronous softvvare such as 
Lotus Notes, Microsoft's Exchange and NovelFs Group-
vvise (Pervan, 1999). By far the latterpackages are the most 
commonly used softvvares in business settings. 

mailto:msobol@maiI.cox.edu
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Many corporations have implemented some kind of 
groupvvare technoIogy. Many of the large consulting firms 
such as Andersen Consulting or Ernst & Young have in-
vested a lot of money in groupware (Garcia,1997). At first 
the focus was within the IT arena, but businesses have de-
termined that this technology can be used in many areas 
of business. Our recent survey of 71 companies listed 
by Computerworld as most efficient users of computers 
indicated that 82 percent were using groupware. There 
has been little indication of how that technology has been 
adopted, or how it has spread from the IT department to the 
rest of the corporation. 

In 1999, Dovvning and Clark examined the expectations 
and realization of benefits of the use of groupvvare for 
22 consulting firms. Although, they had high expecta-
tions concerning groupware implementation in terms of in-
creased customer service, increased communication, com-
petitive advantage, cost savings, higher productivity and 
leveraging of expertise of the consultancy, they found vary-
ing degrees of success. They generally attributed good 
results to a sharing culture, highly visible champions and 
ability to set realistic benefit expectations. 

2 Purpose of This Study 
Most of the recent studies of groupvvare have focused on 
in-depth čase studies of how and why the groupvvare was 
adopted and hovv it vvas used. Orlikovvski (1997) shovved an 
improvisational model for change management using Lotus 
Notes to develop an incident tracking support system. An-
other important stream of in-depth research has dealt vvith 
ways of ensuring that people actually conform to the appro-
priate decision support heuristics suggested by their group­
vvare (Nunamaker et al. 1991; Hirokawa and Rast 1992; 
DeSanctisandGallupe, 1987; Wheeler and Valacich 1996). 

There are very fevv statistical studies of satisfaction vvith 
wide-spread commercial groupvvare, the importance of var-
ious functions, and sponsorship of groupvvare adoption. 
This is probably due to the fact that in previous years 
widely different groupvvare has been developed for specific 
applications like bank credit decisions and make-buy-rent 
decisions. It is only recently that more universal groupvvare 
packages such as Lotus Notes, Microsoft Exchange and 
NovelFs GroupWise have been developed. These packages 
focus on the communication aspects but can be developed 
to include decision support heuristics. 

Since these groupvvare packages have been more univer-
sally adopted it novv becomes possible to perform cross-
sectional surveys on the adoption, use and satisfaction vvith 
these packages. In 1997, Gagne intervievved 25 groupvvare 
users at Fortune 500 companies and published the finding 
in Computerwodd. This study vvas able to state only non-
numerical highlights because of small sample size. More-
over, it didn't include any information on hovv people had 
heard of softvvare. Since mass groupvvare is relatively nevv, 
fevv other numerical studies have been made to evaluate the 

use of these tools. 

3 Methodology 
In our study we have poUed IS managers from the Comput-
ervvorld lists of the best users of IS technology 1994-5. In 
addition vve have poUed IS users and the department man­
agers from large companies throughout the U.S. The final 
sample vvas 71 vvith 58 or 82 percent indicating that they 
used one of the three major forms of groupvvare - Lotus 
Notes, Microsoft Exchange or NovelPs Groupvvise. The 
response vve received from our 100 top users vvere primar-
ily from managers (93%) vvhereas responses from the sam­
ple of IS users and department managers from other large 
companies shovved that 33% were managers and 67% vvere 
non-managers. This inclusion of non-managers enabled us 
to make comparisons of managerial and non-managerial 
vievvs. Of the 57 respondents vvho vvere using the group­
vvare, 62 percent vvere in the MIS department and the re­
maining respondents vvere scaltered in other departments. 
The largest non-MIS representation came from finance de­
partments (16%). The sizes of the departments represented 
varied. A third of the users (33.3%) vvere in departments of 
10 or less, thirty-five percent vvere in departments of 10-50 
people. About twenty-eight percent vvere in departments 
that vvere larger than 50. The remaining 3-4 percent did not 
State hovv large their departments vvere. 

The survey vvas developed based on questions asked in 
a previous smaller study (Gagne, 1997), hovvever, many 
additional questions vvere added as suggested by our pi­
lot study and our ovvn research interests. The questionnaire 
vvas pilot tested vvith managers of a high-tech company. Or-
der and question ciarification vvas modified as a result of 
their input, and several functions vvere added to our list of 
applications. 

4 Overall Results 
In this study the respondents vvere asked to name the group­
vvare package they used. As in a previous study, three 
groupvvare packages vvere found to be the most commonly 
used: Lotus' Notes, NovelTs GroupWise and Mircosoft's 
Exchange (Outlook) (Gagne, 1997). Forty-two percent 
used Notes; forty-one percent used Microsoft's Exchange, 
and fourteen percent used Group Wise. About 3% said they 
vvere using other softvvare (Table la). Forty-one percent 
had used the softvvare for less than 12 months. Twenty-
three percent had used these groupvvare packages for 12-24 
months and the remaining 36% had used this softvvare for 
more than 24 months (Table Ib). 

The number of users on the system tended to be more 
than 100, vvith 37.5% having 100 but less than 1200 users 
and 21.8% reporting more than 1200 users (Table le). Only 
18.7% reported less than 20 users. For the people vvho 
are using groupvvare, 75% reported that they had training. 
Most people reported 4 hours or less (65.4%). In fact. 
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Table 1: Overall Responses 

a. Groupware used (58*) 
Lotus Notes 
Group Wi se 
Microsoft Exchange 
Other 

b. How long owned? (58*) 

Table 2: Satisfaction Measures 

O to 12 months 
13-24 months 
More than 24 

42.4% 
13.6 
40.7 
3.3 

100.0% 

41.5% 
22.6 
35.9 

100.0% 

a. Does it work well? (58*) 
Ves 
No 
Ves & No 

b. How satisfied are you? (58*) 
Weighted mean 
1-3 
4 
5 

percent 
88.7 
7.5 
3.8 

100.0 

3.84 
28.6 
53.6 
7.8 

100.0 

C. Number of users? (32*) 
Less than 20 
20-100 users 
100-1200 users 
More than 1200 

d. Received Training? (56*) 
Veš 
No 

e. How trained? (42*) 
1 hour or less 
2 Hours 
3 - 4 Hours 
8 Hours 
16-24 Hours 

f. Hours of training? (34*) 
Mean training tirne: 
In-house 
Outside 
Combination 

18.7% 
21.8 
37.5 
21.8 

100.0% 

75.0% 
25.0 

100.0% 

14.7% 
29.4 
20.6 
23.5 
6.8 

100.0% 

5.24 Hours 
45.3% 

16.7 
38.0 

100.0% 
"number of respondents for this question 

the median training tirne was 3.2 hours. The mean train­
ing tirne was 5.24 hours because there was a small group 
with 16-24 hours of training. There were hovvever 23.5% 
who reported 8 hours and another 6.8% had 16-24 hours 
of training (Table ld,e). For 45.3% training was in-house, 
16.7% were trained outside and 38.0% reported both in 
house and outside training (Table Id). 

Generally people using these groupware packages 
thought that they worked well, with 88.7% saying yes' it 
vvorked well, 7.5% said it did not work wel] and 3.8% had 
a mixed reaction (Table 2a). On a five point Likert scale 
with 5 as very satisfied and one as not satisfied the group 

C. Do your job better? (58*) 
Veš 
No 
Don't know 

d. Satisfaction related to length of Use 

5.6 
5.6 

100.0 

Vears used 
0-12 months 
13-24 months 
More than 24 

Mean score 
3.75 
4.00 
3.82 

* number of respondents for this question 

rated their satisfaction with the softvvare as 3.84 (Table 2b). 
People were likely to feel that they could do their job better 
using groupware (88.8%). About 5.6% felt that the group-
vvare did not improve their job performance and the remain-
ing 5.6% weren't sure (Table 2c). As the time increased 
mean satisfaction rose, hovvever, the pattern tended to be 
curvilinear. Most satisfaction was expressed by those us­
ing software between 13-24 months (Table 2d). 

When the three important groupv^ âre packages were 
compared on the question of "does it work well," they ali 
generated a high level of approval. For the two most pop-
ular packages, Lotus Notes and MS Exchange (Outlook), 
the yes scores were 86.4% and 90.9% respectively (Table 
3a). For Novell ali users (100%) said it vvorked vvell but 
this was a small sample. 

On the overall satisfaction vveighted average score, Lotus 
Notes was 3.875, MS Exchange (Outlook) vvas 3.909 and 
Noveirs groupvvare vvas 3.625 (Table 3b). These scores 
were not significantly different. When we asked vvhether 
these packages had increased productivity 91.3% of Lotus 
Notes users said yes, 100% of Novell groupvvare users said 
yes. A large number of the MS Exchange (Outlook) users 
did not respond so we couldn't tabulate these results (Table 
3c). 

The most recently adopted groupvvare vvas MS Ex-
change (Outlook) vvhere 71.4% have had the package for 
12 months or less. In contrast 26.1% of Lotus Notes and 
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Table 3: Satisfaction Measures by Groupvvare 

Lotus Notes NovelTs Groupwise MSExchange 
a. Does it work well? 
Ves 
No 
Don't know 

86.4% 
9.1 
4.5 

100.0% 

100.0% 

100.0% 

90.9% 
4.5 
4.6 

100.0% 

b. Satisfaction Score? 
Weighted Mean 

C Has it increased productivity? 
Yeš 
No 
Too early to judge 

3.i 

91.3% 
8.7 

100.0% 

3.63 

100.0% 

100.0% 

3.91 

response 
too small to 

tabulate 

d. When adopted? 
12 months or less 
13-24 months 
more than 24 

26.1% 
30.4 
43.5 

100.0% 

14.3% 
28.6 
,57.1 

100.0% 

71.4% 
14.3 
14.3 

100.0% 

14.3% of Novell users report that they have had their soft-
ware for 1 year or less (Table 3d). The package held longest 
is Novell's GroupWise. 57.1% report that they have used 
the package for more than 2 years. Lotus Notes packages 
have been used for more than 24 months by 43.5% of the 
Lotus Notes users. 

5 Functionality Results 

In previous studies, no evaluation of the importance of vari­
ous functions had been performed so the respondents vvere 
asked to rate the importance of various groupvvare func­
tions and then to state vvhether they used the groupvvare for 
this particular function. Of the thirteen functions listed in 
the questionnaire seven vvere used in an earlier Comput-
ervvorld (Gagne, 1997) survey and the remaining six vvere 
derived from our initial pilot study and revievv of the liter­
ature. Table 4 lists the vveighted mean importance scores, 
(vvith 1 as unimportant and 5 as very important), and ranks 
the ušes in terms of their mean importance score. This table 
also lists the percent of respondents vvho use this function 
and ranks the functions by percent using them. 

Importance of the various types of functionality for the 
DSS vvere measured using a Likert scale which features 
an even number of favorable and unfavorable statements 
to that the scale is balanced. (See questionnaire, Likert 
1970) We used a 5-point scale vvith neutral as 3. A re-
cent study by Maurer and Pierce, 1998 shovved that vvhen a 
Likert type vvas tested against traditional measures of self 
efficacy the Likert scale had similar reliability error vari­

ance, provided equal levels of predictive ability, and had 
similar factor structure and similar discriminabi!ity. 

The most important ušes for groupvvare are knovvledge 
sharing and remote access. Next in line are discussion 
and collaboration for projects and vvorkflovv, scheduling, 
discussion forums for vvide groups and document manage-
ment. Ali of these ušes have vveighted means of 3.29 or bet-
ter. The remaining ušes (ranking from 8-13) are monitor-
ing vvorkflovv (2.582), tracking hardvvare/softvvare inven-
tory (2.453), converting from mainframe to client server 
(2.420), tracking customer service and purchase orders 
(2.407), launching a Website (2.320) and buiiding a plat­
form for E-commerce (2.231). Thus group interaction is of 
crucial importance in using groupvvare vvhile E-commerce 
and launching of Websites are not as important here. The 
percent vvho used the groupvvare for each of these functions 
is very highly correlated vvith the importance rankings as 
the rank order correlation coefficient is r = .9011. 

Open-ended questions were also asked to find out vvhat 
functions vvere useful. We have examined the closed-
ended questions about vvhat features of groupvvare vvere 
important, but these open-ended questions unearthed some 
other important ušes (Table 5). Foremost vvas E-mail 
vvhich 39.5% found useful. The next most important ar-
eas vvere scheduling 13.1% vvhich vvas also important in 
Table 4. Overcoming tirne zones vvas mentioned by 12.5% 
and better integration vvith internal applications vvas men­
tioned by 9.4%. Another open-ended question vvas, "hovv 
could groupvvare be improved?" (Table 6) The main com-
ments dealt vvith integration. Better integration vvith inter­
nal applications (15.2%) and vvith other desk top applica-
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Table 4: Applications for Groupware Importance and Percent Who Use Them 

Application 
Knovviedge Sharing 
Remote Access* 
Discussion & Collaboration in 
Projects* 
Workflow 
Scheduling 
Discussion Forum (Wide Groups) 
Document Management 
Monitoring Workflow* 
Tracking Hardware & Software In-
ventory* 
Converting from Mainframe to 
Client Server 
Tracking Customer Service Re-
quests* 
Launching Website* 
Building a Platform for E-
Commerce* 

Weighted Mean 
4.36 
4.05 
3.93 

3.68 
3.64 
3.43 
3.29 
2.58 
2.45 

2.42 

2.41 

2.32 
2.23 

Rank Order 
1 
2 
3 

4 
5 
6 
7 
8 
9 

10 

11 

12 
13 

%WhoUse I 
96.4 
87.7 
85.5 

57.9 
69.6 
63.6 
68.4 
28.1 
23.2 

21.4 

33.9 

25.0 
19.6 

lank Order 
1 
2 
3 

7 
4 
6 
5 
9 
11 

12 

8 

10 
13 

Rank Order/5 =.9011 
'Application suggested by Gagne, 1997 

Table 5: What Functions Were Useful? 

E-mail 
Scheduling 
Overcoming time zones 
Better integration with internal 
tions 
Address books 
Database users 
Information center 
Monetary receipts & opening mai 
Creating & organizing folders 
Other, don'tknow 

applica-

39.5 
13.1 
12.5 
9.4 

5.3 
2.6 
2.6 
2.6 
2.6 

10.5 
100.0 

percentages of 38 respondents 

Table 6: How Could Groupvvare Be Improved? 

Better integration with internal applica- 15.2 
tions 
Better integration with other desktop appli- 12.1 
cations 
Use more functions 12.1 
Easiertouse 9.1 
Better administrative management 9.1 
More staff to develop more applications 6.1 
More licenses/users 6.1 
Don't know, other 27.3 

lOO.O 
percentages of 33 respondents 

Table 7: Hovv wili you extend groupvvare next year? 

tions were mentioned (12.1%). The respondents also sug­
gested that they should use more functions of the group-
ware (12.1%). Other not as frequently mentioned improve-
ments were: easier to use, better administrative manage­
ment, more staff to develop more applications and more 
users (Table 6). 

Finally respondents were asked hovv they intended to ex-
tend their groupware next year (Table 7). A little over a 
third (23) said they would extend it. The main extension 
was to add more users (30.4%) Others mentioned new ap­
plications (17.4%) and conversion to MS Exchange (Out­
look) (17.4%). Another 17.4% wanted to encourage more 
Intranet use or Web integration. 

Extension 
More users 
New applications 
Convert to MS Exchange 
Encourage more Intranet use 
More data 
Further integrale with business applica­
tions and work flovv 
Web integration 
Upgrade 

percent 
30.4 
17.4 
17.4 
8.7 
4.3 
4.3 

8.7 
4 3 

lOO.O 
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6 Views of Managers vs. 
Non-Managers 

In our study roughly half (27 out of 57 respondents using 
groupvvare) of the sample consisted of managers vvith titles 
such as director, manager, vice-president, CIO or executive 
director. The others vvere classed as non-managers. We 
examined the differences in perceptions betvveen these tvvo 
groups (Table 8). 

Managers tended to be more critical of hovv weli the 
groupvvare vvorked; only 80% felt it vvorked vvell while 
100% of the non-managers felt that the groupvvare vvorked 
vvell. Similarly the mean overall satisfaction score for non-
managers vvas 3.393, vvhereas for the non-managers it vvas 
4.036. In line vvith this finding in Table 8 it is evident the 
importance of each of the 13 applications vvas significantly 
higher for non-managers than for managers. When the ušes 
are ranked in terms of relative importance the rank orders 
for managers and non-managers are very similar vvith rho 
the rank order correlation coefficient being .982. 

Both groups agree on the five most important ušes: (1) 
knovvledge sharing, (2) remote access, (3) discussion and 
coUaboration in projects, (4) vvorkflovv and (5) schedul-
ing. And again, we see general agreement that the com-
munication functions (functions 1-7) are ranked as more 
important than the other functions. There vvere larger dif­
ferences in the rankings of the other groupvvare capabili-
ties. For example, the importance for tracking customer 
service requests vvas 1.654 for managers and 3.154 for non-
managers. Similarly tracking hardvvare and softvvare inven-
tory vvas more important for non-managers 3.269 than for 
managers 1.960. 

As far as actual use of the groupvvare is concerned, for 
both managers and non-managers almost ali used group­
vvare for knovvledge sharing (96.2% and 100.0% respec-
tively). Eighty-nine percent of both groups used their 
groupvvare for remote access and 85% of both groups used 
it for discussion and coUaboration in projects. Thus it 
seems evident that these three popular groupvvare packages 
provide support for a large majority of managerial as vvell 
as non-managerial users. Non-managers tend to use group­
vvare for far more ušes than managers do, as ali the other 
ušes vvere employed by non-managers far more frequently 
than by managers. (Table 8) 

7 Sponsorship of Software 

The adoption process for softvvare is a crucial factor in most 
companies. In our questionnaire the process vvas divided 
into three stages: 1) learning about the product, 2) pro-
posal to purchase the product, and 3) actual sponsorship 
of the product (Table 9). As far as learning is concerned, 
only 8.6% learned from top management (Table 9a). The 
most influential groups vvere the MIS dept (53.4%), depart-
ment management (13.8%), vvorkers in other departments 
(5.2%) and trade magazines (5.2%). This conforms vvith 

the findings of Rogers (1983) that most individuals do not 
evaluate an innovation on the basis of scientific studies but 
they use the recommendations of "near peers" - people vvho 
are similar but slightly more technically competent. When 
it came to proposals for product purchase, top management 
accounts for 27.2%, the MIS department 49.1% (Table 9b) 
and department management 9.1%. The primary sponsor 
of groupvvare (51.9%) vvas the MIS department (Table 9c). 
Second in line vvas top management (22.2%), third comes 
department management (14.8%) and 9.3% of the respon­
dents vvho adopted groupvvare said. that they themselves 
vvere the primary sponsor. There is a high correlation be­
tvveen vvho proposed it and vvho sponsored it (R = .562, 
level of significance is .001). Also a high correlation be­
tvveen hovv they learned of it and vvho proposed it (R = 
.436, level of significance is .001). 

We divided the sponsors into three groups: top manage­
ment, department head, and MIS department. These differ-
ent sponsors may influence vvhich softvvare vvas purchased, 
subsequent tirne elapsed from proposal to purchase of the 
softvvare, user group size, and hours of training. These are 
reported in Table 10. The brand of groupvvare adopted did 
vary by the sponsors: 63.6% of the top management spon­
sored Lotus Notes, in contrast 50.0% of the MIS depart­
ment sponsored MS Exchange (Outlook). As far as depart­
ment heads vvere concerned, 42.9% favored Lotus Notes 
and the rest vvere divided equally betvveen NovelPs Group-
Wise and MS Exchange (Outlook) (Table lOa). 

Top management tends to sponsor softvvare used by 
groups over 300 in size, vvhile department heads sponsor 
softvvare used by less than 30 individuals. MIS sponsors 
softvvare at ali levels but mostly for groups of 300 or less 
(Table 10b,c). When top management sponsored the soft­
vvare, it tended to take longer to purchase, no doubt be-
cause of the large size of the groups vvho vvould use it (Ta­
ble lOd). As far as training vvas concerned there vvas no 
statistical difference betvveen the average hours of training 
for the softvvare suggested by top management, department 
heads or the MIS group (Table lOe). 

Did the sponsorship relate to the evaluation of softvvare 
performance? For softvvare sponsored by top management 
and department heads there vvas unanimity that it vvorked 
vvell. About 11% of those using softvvare sponsored by the 
MIS department felt that it didn't vvork vvell (Table lla). 
Softvvare sponsored by the MIS department also scored 
lovver in satisfaction (Table Ub). This finding coincides 
vvith that of Dovvning and Clark (p. 29) vvho found that 
the six firms vvho did not realize higher productivity had a 
lovver response to the question that management had spon­
sored the project than the 16 firms vvho realized higher pro-
ductivity. 

These tvvo findings vvere contradicted by a final ques-
tion: "Do you feel your group can do [their] job better us­
ing groupvvare?" Although MIS-sponsored softvvare users 
vvere not as satisfied, or as pleased vvith the way the soft­
vvare vvorked, they vvere much more likely to say that it 
helped them to do the job better (Table Uc) than the soft-
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Table 8: Importance and Use of Applications by Managers and Non-Managers 

Knovvledge Sharing 
Remote Access* 
Discussion & Coilaboration in Projects* 
Workfiow 
Scheduling 
Discussion Forum (Wide Groups) 
Document Management 
Monitoring Workflow* 
Converting from Main Frame to Client 
Server 
Building a Platform for E-Commerce* 
Tracking Hardware/Software Inventory* 
Launching Website* 
Track Customer Service Requests* 

Managers 
Weighted 

Mean 
4.30 
3.78 
3.70 
3.41 
3.11 
3.00 
2.82 
2.39 
2.29 

2.08 
1.96 
1.92 
1.65 

Percent 
Using 
96.2 
88.9 
84.6 
51.9 
55.5 
53.6 
63.0 
29.6 
25.9 

18.5 
18.5 
25.9 
14.8 

Rank 
Order 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

Non 
Weighted 

Mean 
4.52 
4.36 
4.21 
3.93 
3.89 
3.83 
3.86 
2.85 
2.67 

2.48 
3.27 
2.81 
3.15 

-Manangers 
Percent 
Using 
100.0 
89.3 
85.2 
64.3 
81.5 
70.4 
78.6 
28.6 
18.5 

22.2 
29.6 
25.9 
51.9 

Rank 
Order 

1 
2 
3 
4 
5 
7 
6 
10 
12 

13 
8 
11 
9 

Rank Order p = .982 
* Application suggested by Gagne, 1997 

ware sponsored by top management (96.3% vs. 77.8%). 
There may be an interaction betvveen the sponsor, the brand 
of softvvare used, and the perceived effectiveness of that 
softvvare. In Table 3 we did see that MS Exchange (most 
frequent]y sponsored by top management) and Lotus Notes 
(department heads), had a somevvhat higher satisfaction rat-
ing than NovelFs GroupWise (MIS department). Unfor-
tunately the sample was not large enough to divide these 
opinions by both sponsor and type of software. Finally, 
when the plans to extend the use of the software were ex-
plored, softvvare sponsored by top management and by the 
MIS department was more likely to be considered for new 
adoptions and extensions (Table lic), than software pro-
posed by department heads. 

8 Conclusions 

Groupvvare is stili clinging tightly to its roots in communi-
cation and coilaboration support. The seven functionalities 
cited as most important and most commonly used were aH 
the standard tools supporting groups (ranked 1-7: knovvl-
edge sharing, remote access, discussion & coilaboration in 
projects, workflow, scheduling, discussion forum amongst 
widely dispersed groups, and document management). One 
type of business that has taken the advantage of groupvvare 
is Consulting (Garcia, 1997). Since most of the employees 
within these companies travel extensively, the companies 
needed to find a way to provide these vvorkers vvith the In­
formation needed to do their job. The best way to do this 
was through groupware technology. 

The functions which branch off from that core of group 
support (ranked 8-13: monitoring vvorkflovv, tracking hard-

ware/software inventory, converting from mainframe to 
client server, tracking customer service requests, launching 
a Nvebsite, building a platform for electronic commerce) do 
not appear to be as useful to management. Many compa­
nies may handle these functions vvith an application built 
in-house (Bort, 1997). We thought that if companies had 
these capabilities vvithin a groupvvare tool, they may use it. 
That does not appear to be the čase. There are two poten-
tial reasons for this: 1) groupware in its current state does 
not effectively support those functions, or 2) management 
has not learned how to effectively deploy these newer IT 
support functions. Our respondents did not mention any 
of these non-communication functions in their comments 
on how the groupvvare could be improved or extended. Nor 
did they rate those functions as very important but not used: 
Table 2 shovvs a large degree of consistency betvveen what 
functionality is important and vvhat is used. If users had 
found their groupware did not support a critical function, 
we vvould also have seen differences in these ratings. We 
must, therefore, conclude that the problem does not lie vvith 
the groupvvare, but vvith management's vievv of the impor­
tance of these functions. 

We see that the MIS department is a prime educator and 
mover in these decisions. "Push" technologies are those 
that the MIS department proposes to its users, rather than 
the users "pulling" for the nevv technology. Gruden has 
pointed out that "management is less committed to the less 
expensive groupvvare applications or features. An organi-
zation vvill not restructure itself for each nevv application 
the way it does around a major nevv system." (p. 95). It may 
be the čase that top management stili vievvs groupvvare as 
essentially email, an older and very common technology. It 
is quite consistent with the idea of a "push" technology that 
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Table 9: How Learned About Software, Who Proposed and Who Sponsored It 

a. How did you learn about it?* 
Top management 
Department management 
Workers in division 
MIS department 
"VVorker in another department 
Consultant 
Trade magazine 
Other 

b. Who proposed the product purchase** 
8.6 Top management 
13.8 Department management 
10.3 Consultant 
53.4 Worker in the division 
5.2 MIS department 
1.8 Worker in another department 
5.2 Vou, yourse]f 
1.7 Other 

100.0 
C. Who vvas the primary sponsor of your groupvvare? 
Top management 22.2 
Department management 14.8 
MIS department 51.9 
I vvas 9.3 
Work in another department 1.8 

100.0 

27.20 
9.1 
1.9 
1.8 

49.1 
3.6 
5.5 
1.8 

100.0 

'percentages of 58 respondents for this question 
**percentages of 55 respondents for this question 

the users do not immediately knovv how to take full advan-
tage of it. This may account for the perceived iovv value 
of the non-communication functions. MIS, as the primary 
sponsor, must take the initiative to better communicate hovv 
groupvvare can be used to leverage customer service, and to 
manage employees and capital. Top management stili gets 
behind larger installations of the softvvare, providing the 
necessary backing to get different departments to agree and 
implement a common softvvare solution. Our data on the 
evaluation of groupvvare depending on the level of spon-
sorship is inconclusive. In some questions, MIS-sponsored 
softvvare vvas vievved disfavorably, vvhile in others it vvas 
vievved most favorably. More research is needed to deter-
mine the effect of sponsorship on perceived groupvvare ef-
fectiveness. 

The differences betvveen the vievvs of managers and non-
managers is important from an experimental point of vievv, 
in that researchers often use MBAs and undergraduates to 
conduct "satisfaction" studies of nevv softvvare. Our study 
indicates that the ratings from these non-manager partici-
pants may be more positive than ratings provided by man­
agers. We cannot say vvhat contributes to the less positive 
ratings of managers. They may be due to a better under-
standing of the possible functionality of softvvare, higher 
expectations tovvard softvvare applications, or greater expe-
rience vvith other forms of groupvvare. But this finding does 
lend a note of caution to researchers vvho vvish to claim 
that their softvvare has high satisfaction ratings. That man­
agers rate the communication functions of groupvvare as 
more important than other functions may be a result of their 
job definition. Managers "manage," and usually that means 
communicating vvhat to do, vvhat to change, vvhat not to 
do, etc, thus the communication functions are more useful 

to managers in the execution of their jobs. Non-managers 
may be more involved in other functions such as inventory 
or vveb sites. 

One last trend is offering groupvvare capabilities through 
the Internet for a specific tirne period (Miley, 1997). We 
found no indication, hovvever, that companies vvere shying 
away from groupvvare because of the cost. No one men-
tioned cost as a significant concern, either in why they vvere 
not using groupvvare, nor in hovv it could be improved. Our 
sample included mostIy large companies, hovvever, so per-
haps this may be of more concern for small companies. 

Groupvvare mostly helps companies communicate better 
vvithin themselves. It stili needs to expand its ušes in areas 
other than group communication. Finally, it may aiso help 
companies communicate better betvveen themselves. When 
four of the big six accounting firms contemplated mergers 
in 1997 (Priče Waterhouse and Coopers and KPGM Peat 
Marvvick and Ernst & Young) these firms vvere among the 
heaviest users of vvorkgroup softvvare. It vvas noted that 
companies using groupvvare generally have an easier time 
merging because their corporate cultures are already com-
mitted to Information sharing (Cole-Gomolski 1997). With 
the recent mergers among the high-tech companies, vve 
may find groupvvare playing a larger part in determining 
what companies merge, and hovv effective those mergers 
are. 
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Table 10: Relation of Sponsorship to Purchase Conditions 

a. Type of Softvvare Adopted 
Lotus Notes 
NovelFs GroupWise 
MS Exchange (Outlook) 

b. Average size of group 
1-30 people 
31-300 
IVIore than 300 

C. Total size of group 
1 - 30 people 
31-300 
More than 300 

d. Time needed for purchase 
3 months or less 
4 months or more 

e. Hours of training 
2 hours or less 
3 hours or more 

percent of 
Top 

Management 

63.6 
18.2 
18.2 

100.0 

-
33.3 
66.7 
100.0 

10% 
90 

100.0 

-
100.0 
100.0 

42.9 
57.1 
100.0 

percent of 
Department 

Head 

42.9 
28.6 
28.5 
100.0 

66.7 
33.3 

-
100.0 

14.3 
49.2 
42.8 
100.0 

25.0 
75.0 
100.0 

33.3 
66.7 
100.0 

percent of 
MIS 

Department 

35.7 
14.3 
50.0 
100.0 

40.0 
35 
25 

100.0 

15.4 
34.6 
50 

100.0 

36.8 
63.2 
100.0 

47.1 
52.9 
100.0 
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Percent of 
Top 

Management 
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Department 

Head 
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Department 
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No, unknoNvn 

b. Satisfaction 
Weighted mean 

C. Helps to do the job better 
Ves 
No, unknown 

d. Plans to extend 
Will extend 
Won'textend 

100.0 
-

100.0 

4.2 
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22.2 
100.0 

71.4 
28.6 
100.0 

100.0 
-

100.0 

4.0 

85.7 
14.3 
100.0 
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APPENDIX: GROUPWARE QUESTIONNAIRE 
(blank response lines omitted) 

l.What is the function of yourdepartment? 
a. How many people are in your department? 
b. What is your title? 

2. Do you currently use any form of groupware? (ie. 

Lotus Notes, NovelTs Group Wise, or Microsoft's Ex-
change) in your department? 
Which one? 
If No, do any departments in yourcompany use groupware? 

3. Do you use a Web based package? 
If Ves, which one? 
Please list the departments using groupware and answer aH 
questions in terms of this department. 
Which department? 
Which groupware? 

If No, to questions 2 and 3 please go to questions 
21-24. 

4.How did you learn about your groupvvare? 
a. Top management 
b. Department Management 
C. Worker in your division 
d. MIS Department 
e. Worker in another company or division 
f. Softvvare salesperson 
g. Other (Specify) 

5.Who first proposed purchase of this groupware? 
a. Top management 
b. Department Management 
C. Worker in your division 
d. MIS Department 
e. Worker in another company or division 
f. Software salesperson 
g. Vou, yourself did 
h. Other (Specify) 
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6.Who vvas the primary sponsor of this groupvvare? 
a. Top management 
b. Department Management 
C. Worker in your division 
d. MIS Department 
e. Worker in another company or division 
f. Software salesperson 
g. You, yourself did 
h. other (specify) 

7.Please answer some questions about your software 
purchase. 
a.When did you adopt it? 
b.How iong did it take from the tirne this was first sug-
gested to purchase? 
c.Hovv Iong have you been using it? 

S.Piease describe how your groupware has worked 
out. 
a.Does it work vveli? 
b.How big was the average size group using this product 
(# people)? 
c.Hovv many people altogether do you estimate use it now? 

9.What were you primary reasons for adopting this 
softvvare? 

1 2 3 4 5 
b. For knovvledge sharing 
1 2 3 4 5 
C. For document management 
1 2 3 4 5 
d. For workflow 
1 2 3 4 5 
e. For discussions and collaborative work within project 
teams 
1 2 3 4 5 
f. For discussion forums amongst a wide group 
1 2 3 4 5 
g. To convert from a mainframe to a client server system 
1 2 3 4 5 
h. To monitor vvorkflovv 
1 2 3 4 5 
i. To build a platform for electronic commerce 
1 2 3 4 5 

j . To track customer service requests and purchase orders 
1 2 3 4 5 
k. To track hardware and softvvare inventory 
1 2 3 4 5 
1. To launch a vveb site 
12 3 4 5 
m. For scheduling 
1 2 3 4 5 

10.Do you feel that the use of this groupvvare has in-
creased your groups' productivity? 
a.(Ifno) Why not? 
b.(If yes) In vvhat way? 
c.(If yes) Can you estimate hovv much money it saves per 
month? 
d.(If yes) Can you estimate hovv much time it saves per 
month? 
e.(If yes) Hovv many months do you think it vviU take to 
payback your investments in softvvare and training on this 
particular groupvvare? 

11. Was your purchase of this groupvvare strongly in-
fluenced by your need to use the Worldwide Web? 
If Ves, in vvhat way? 

12. Hovv many people are connected (# of users) in 
your groupvvare use? 

13. Hovv satisfied are you vvith this groupvvare? 
From 1 - Not Satisfied 
to 5 - Very Satisfied 
1 2 3 4 5 
14. Belovv is a list of popular applications for groupvvare. 
Please rate their importance to you or your company on 
the follovving scale by circling a number from 1 through 
5, where 1 indicates that the reason is unimportant and 5 
indicates that the reason is very important. 
a. For remote access and functionality across many loca-
tions 

15. For each of these applications, do you use your 
groupvvare for this function? 
a. For remote access and functionality across many loca-
tions (Ves No Don't knovv) 
b. For knovvledge sharing (Ves No Don't knovv) 
C. For document management (Ves No Don't knovv) 
d. For vvorkflovv (Ves No Don't knovv) 
e. For discussions and collaborative vvork vvithin project 
teams (Ves No Don't knovv) 
f. For discussion forums amongst a vvide group (Ves No 
Don't knovv) 
g. To convert from a mainframe to a client server system 
(Ves No Don't knovv) 
h. To monitor vvorkflovv (Ves No Don't knovv) 
i. To build a platform for electronic commerce (Ves No 
Don't knovv) j . To track customer service requests and 
purchase orders (Ves No Don't knovv) k. To track hardvvare 
and softvvare inventory (Ves No Don't knovv) 
1. To launch a vveb site (Ves No Don't knovv) 
m. For scheduling (Ves No Don't knovv) 

16. Did you have training for your users of group­
vvare? 
(If Ves), approximately hovv many hours of training did 
you offer per user? 
(If Ves) Hovv many users did you train? 
(If Ves), vvas the training in house or did you use outside 
trainers or both? 
(If you used a combination of in-house and outside, vvhich 
vvas most effective? Why? 



186 Informatica24 (2000) 175-186 M.G. Sobol et al. 

17. What functions of your groupvvare were useful? 
Why? 

18. How could the groupware you use be improved? 

19.Do you feel your group can do job better using 
groupware? Yes, No, or Don't Know? 

20.How would you like to improve the functionaIity 
of your groupvvare? 
Por Ali Respondents: 
21. Do you think you will adopt or extend your use of 
groupvvare in the next year? 
(Ifyes)How? 
What software would you need ? 

22. Did you consider using groupware, and then not 
accept it? 
(If Ves) why did you decide not to adopt it? 
(If no) why not? 

23. If you would like a copy of this report, please 
give us your name and address. 

PLEASE PUT THIS QUESTIONNAIRE IN THE 
ENCLOSED, STAMPED ENVELOPE AND RETURN IT 
TO US. THANK YOU POR YOUR PARTICIPATION. 
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This research was concerned witb determining the major factors that affect the diffusion ofGSS (specif-
ically GroupSystems) in organizations. The variables that had the most significant effects were the size 
ofthe work groups within the organization, the hour!y rate charged to use the technology, the amount of 
money initially spent on the technology and the role ofthe facilitator. But the existing models have some 
gaps, and some suggestions for improving diffusion research are discussed. 

1 Introduction 

"Do more with less" has become the latest "buzz phrase" in 
corporate America. Organizations are right-sizing, middle 
management levels are being removed from the organiza-
tional structure, and empIoyees are being challenged to in-
crease their output in the face of these cutbacks (Luthans, 
1995; Markus, 1994). Emphasis has been placed on group 
activities (Applegate, 1991) as organizations move toward 
greater use of project teams or work teams to compiete 
tasks and solve problems. There is a shift away from 
past reliance on individuals and tovvard increasing reliance 
on interfunctional work groups to solve complex problems 
(Luthans, 1995). 

Many organizations have been turning to a new type of 
technology, called Group Support Systems (GSS), to in-
crease the productivity of these workgroups (Mills, 1995; 
Lyon, 1995). Numerous articles have appeared concerning 
the need for organizations to utilize Information technology 
(IT) to gain/maintainacompetitiveadvantage(Mills, 1995; 
Porter, 1990; Dennis, Nunamaker, and Paranka, 1991). Ac-
cording to these researchers, the key to gaining/maintaining 
a competitive advantage is to identify appropriate technolo­
gies and quickly diffuse them to end-users, i.e. to vvork 
groups. While there has been a lot of diffusion research 
on individual user technologies, there has been very little 
research on hov/ to diffuse these group-enabling technolo­
gies (GSS) throughout organizations. The purpose of this 
research is to identify the major critical factors that need 
to be addressed to more fully diffuse GSS vvithin organiza­
tions. 

There are several distinct differences betvveen individual 
technologies (i.e. word processor or spreadsheet programs) 
and GSS that limit the generalizability ofthe existing dif­
fusion research. Individual technologies are easier to ob-

tain due to their lovver cost and the shorter decision pro-
cess involved with the purchasing decision (basically just 
one person deciding). The technical support is minimal, 
the interface can be modified to each user's liking, and it 
is fairly easy to view the technology prior to purchasing 
it. The technology is fairly easy to use, help is readily 
available, and the critical mass needed is one person. Con-
versely GSS are more costly, have greater technical support 
needs (networking support), are more difficult to use, and 
require a certain critical mass of users in order for the or­
ganization to realize any gains. And as GSS are by nature 
group-enabling tools, the decision process to purchase usu-
ally involves many people. 

1.1 Reasons for specifically researching 
GroupSystems 

Prior research demonstrates that GroupSystems increases 
the productivity and effectiveness of vvork groups and 
project teams. Voted "best of breed" in 1994 by PC Mag-
azine, GroupSystems has a \vell-documented track record 
for saving time (over 50% in meeting times and 90% in 
project time, Martz, Vogel, and Nunamaker, 1992) and 
money (Post, 1992)., At the tirne this research was con-
ducted, GroupSystems vvas used in over 500 different orga­
nizations, including government, universities, and Fortune 
100 corporations, some of vvhich are using GroupSystems 
in more than one site. The fact that it is the 'best of breed' 
and is currently used in hundreds of sites made GroupSys-
tems a primary candidate to research. 

1.2 Research Question 

GroupSystems has not yet achieved a critical mass (Briggs 
et.al., 1998). Given its having been approved by so many 
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adopting organizations and that there is wide acknovvledg-
ment that IT is necessary for organizations to gain/maintain 
competitive advantage, why hasn't GroupSystems been 
more completely diffused among those who have access 
to it? This is not a problem of iinplementation, vvhich is 
primarily concerned with the introduction of a technology 
into an organization. Ali of the organizations researched 
had already approved the business čase for adopting Group-
Systems and GroupSystems had been installed and imple-
mented by at least one department in each of those organi­
zations. This leads to the research question; what are the 
factors that influence the diffusion of GroupSystems in or­
ganizations? 

2 Prior Diffusion Research 
Much of the diffusion research stems from Rogers's work 
on the diffusion of innovations (1983). He has defined five 
major characteristics along which innovations differ: 1) rel-
ative advantage, 2) compatibility, 3) complexity, 4) triala-
bility, and 5) observability. Most of Rogers's work did not 
involve technology. Nonetheless, subsequent technology 
oriented researchers have built on his vvork and identified 
the follovving factors that affect diffusion: characteristics 
of the technology, the perceived advantages of the technol-
ogy, the nature of the communication channels that exist 
and are utilized by the organization, the cultural aspects 
of the organization, the organizational structure, the indi-
vidual characteristics of the employees, the business envi-
ronment and the technical support capabilities of the or­
ganization (Straub, 1994; Amoroso and Brancheau, 1990; 
Brancheau and Wetherbe, 1990; Lazarsfeld and Menzel, 
1963; Ryan and Gross, 1943). However, most of this re­
search deals with individual technologies, those technolo-
gies that support a single user at a time. This includes 
Daviš' TAM model (Daviš, 1989; Daviš et.al. 1989). Al-
though the TAM model is the most widely validated tech-
nology diffusion model, it was developed by examining the 
diffusion of a single user technology called WriteOne. 

2.1 Diffusion research deficiencies 
One of the challenges for GSS diffusion researchers is that 
ali technologies, or innovations are not alike (Prescott and 
Conger, 1995). To further complicate matters the diffu­
sion research discipline lacks a standard set of terminology. 
There is also a lack of consensus concerning the boundaries 
encompassed by the term diffusion. In a review of the dif­
fusion literature, Prescott and Conger (1995) found papers 
that used the term diffusion inconsistently, found papers in 
vvhich the constructs vvere not accurately operationalized, 
found papers in vvhich the innovation being researched vvas 
not defined, and found papers that did not clearly define 
vvhat specific stage of the diffusion process vvas being re­
searched. 

In terms of applicability to GSS, the current models of 
diffusion research deal vvith individual technologies. From 

the diffusion research perspective there is a dearth of re­
search concerning this aspect of group technologies. And 
from the GSS perspective, there has been very little re­
search on the diffusion of group support systems in orga­
nizations. Section 2.2 discusses the prior GSS diffusion 
research. 

2.2 Prior GSS diffusion researcii 
Although little has been researched on the diffusion of 
GSS, GSS researchers have identified the follovving fac­
tors that help in the implementation of GSS. The need for a 
strong internal champion, finding a vvilling adopting group 
or department as a "guinea pig", making sure the initial 
ušes of the technology have an extremely high chance of 
being successful, managing the communication of the suc-
cess(es) of the initial meeting(s) throughout the organiza­
tion, making sure the technology fits vvith the organiza­
tional culture, and the role of the faciiitator have aH been 
identified as being important in the successful implemen­
tation of GSS vvithin organizations (Alexanderet al., 1992; 
George et.al., 1992; Beath, 1991; McKenny and Mason, 
1995; Clavvson, Bostrom, and Anson, 1993; Dennis et al., 
1988;Nunamakeretal., 1987, 1988, 1989, 1991). 

2,3 Building on tlie prior diffusion research 

The goal of this project vvas to build upon the existing dif­
fusion research and the existing GSS implementation re­
search by examining some of the variables specific to group 
support technologies. This earlier GSS research vvas used 
as a starting point to determine vvhich factors, or variables 
vvould be studied in this project. In addition, intervievvs 
vvith some of the existing sites vvhere GroupSystems vvas 
vvell diffused (Chevron in CA, the Department of Defense 
in D.C, and the University of Arizona) and vvhere Group-
Systems vvas phasing out (IBM in Gaithersburg, MD) vvere 
used as a sanity check for the variables. 

This research vvas meant to be exploratory and is not to 
be considered exhaustive by any means. Hovvever, the vari­
ables that vvere used are considered to be a logical starting 
point for this type of research. 

3 Hypotheses 
The first hypothesis came from the first leg of Rogers's 
framevvork, vvhich states that the diffusion process is helped 
vvhen potential adopters have an opportunity to see the rel-
ative advantage of an innovation. To see the advantage that 
GroupSystems can provide, access to the technology vvould 
need to be readily available to the potential adopters. This 
hypothesis vvas also given support as a result of the inter­
vievvs. IBM found that use of GroupSystems dropped off 
significantly vvhen groups vvere charged for the use of the 
technology. 
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HI: GS will diffuse more in organizations that 
charge less for the use of the GS facility than in 
organizations that charge more for the use of the 
GS facility. 

The next two hypotheses came from the interviews and the 
diffusion literature. As GroupSystems is a group-enabling 
software tool it makes sense that organizations that empha-
size group work should have more success diffusing the 
technology than groups that do not emphasize group work 
or use project teams. Chevron found this to be true in their 
organization. 

H2a: GS will diffuse more in organizations that 
use project teams or work groups to accomplish 
most of the work than in organizations that do not 
use project teams or work groups to accomplish 
most of the work. 

H2b: GS will diffuse more in organizations with 
larger work groups than in organizations vvith 
smaller work groups. 

Hypothesis 3a and 3b follovv from the GSS implementation 
literature concerning the effects of the facilitator role, and 
vvere strongly agreed with by ali interviewers. 

H3a: GS diffusion is correlated to the number of 
facilitators within the organization. 

H3b: GS diffusion is correlated to the number of 
trained, full-time facilitators vvithin the organiza­
tion. 

Hypothesis 4 also follovvs from the GSS implementation 
literature concerning the importance of a strong internal 
Champion, and was also strongly supported by the inter-
views. 

H4: GS diffusion is inversely correlated to the 
number of levels of command betvveen the inter­
nal Champion and the person vvith sign-off capa-
bility. 

Hypothesis 5 did not come direcdy from the GSS or diffu­
sion literature, but primarily from the intervievvs. In today's 
business environment most employees and departments are 
primarily evaluated on a short-term basis, quarterly or at 
most yearly and new technologies are rated on cost per per­
son to the organization. It is logical to assume that a high-
priced technology vvill be difficult to implement ("Thafs a 
lot of money to spend. Are vve sure about the rate of re-
turn?") It is also logical to assume that a high-priced tech-
nology vvill be given more chance to diffuse than a low 
priced technology. ("We've spent too much on that tech-
nology to give up on it just yet. Let's give it another year 
before vve decide.") This lead to the fifth hypothesis: 

H5: The degree of diffusion vvill be correlated 
vvith the total amount spent on the GroupSystems 
facility. 

3.1 A Brief Explanation of the Variables 
that were Analyzed 

The dependent variable vvas the degree of diffusion of 
GroupSystems. This variable vvas measured by dividing the 
number of employees at the particular site into the number 
of employees vvho vvere GroupSystems users. This pro-
vided a percentage, vvhich vvas referred to as the degree 
of diffusion for that particular organization. This permit-
ted the results to be applied across ali types of organiza­
tions, even though the organizations studied vvere of differ-
ing sizes. 

In diffusion research the measurement of this variable 
is difficult. The biggest problem is to accurately determine 
vvho qualifies as a user, For the purpose of this study, a user 
vvas defined as a repeat user of GroupSystems. Although it 
could be argued that this might artificially reduce the rate-
of-diffusion numbers, it vvas consistently done vvith ali of 
the organizations. This method eliminates those vvho have 
tried GroupSystems but did not like the technology. It vvas 
felt that these people should not be included as users. Con-
versely, it also eliminates those vvho tried GroupSystems, 
liked the technology, but have not had the need or opportu-
nity to use it a second time. 

Based on the prior diffusion research, GSS research and 
the intervievvs, the following independent variables, also 
shovvn in Table 1, vvere analyzed: the number of avail-
able facilitators, the number of fuU time facilitators, the 
amount of money that is charged to use the GroupSystems 
facility, the percentage of vvork that is accomplished by us-
ing project teams or groups, the average size of the vvork-
groups, the amount of money that vvas spent on the Group-
Systems facility, and the position of the internal champion 
vvithin the organization. 

Facilitation refers to the availability, and the quality 
(trained vs untrained) of the GroupSystems facilitator(s) 
in the organization. In foUovving Rogers vvork, facilitators 
are the ones vvho can best demonstrate to potential users 
the benefits and ease of use of GroupSystems. Compe-
tent facilitators can also demonstrate the superiority of a 
GroupSystems meeting versus a non-GroupSystems sup­
ported meeting. You vvould probably be more convinced to 
adopt a vvord processor from seeing someone use it vvell, 
than from seeing someone vvho struggled to get it to do 
vvhat they vvanted. Therefore it is important to knovv the 
number of facilitators in the organization, defined in this 
research as anyone vvho knovvs hovv to use the technoIogy. 
It is also important to knovv the number of full-time facili­
tators, defined as facilitators vvho vvent through the formal 
GroupSystems training program and vvhose full time job is 
facilitation. 

Access to the facility vvill be easier if there are fevver bar-
riers in plače. The amount of money that is charged to use 
the facility is one of the main barriers to use in GroupSys-
tems organizations. Measuring this variable should indi-
cate vvhat affect charging for the use of the GroupSystems 
facility has on the diffusion of GroupSystems. 
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Table 1: The Independent Variables 

Variable name 
Number of Facilitators 

Number of full tirne Facilitators 

Money spent on the GS facility 
Hourly charge for the use of the GS facility 

Average department size 
Average work group size 
Percentage of work; accomplished in 
groups 
Percentage of repeat GS users 

What the variable accounted for: 
The number of facilitators in the organization. A facilitator vvas defined 
as someone who had run the GroupSystems softvvare 
A full tirne facilitator is a facilitator who has received formal GroupSys-
tems training, and who's šole responsibiIity is facilitation related work 
for forty hours a week 
The total amount of money spent on the GS facility 
The internal hourIy charge (if any) for the use of the room, in dol-
lars/hour 
The average size (in number of people) of departments 
The number of people in the average work group 
The overall percentage of work that is accomplished via work groups or 
project teams 
The percentage of repeat GS participants 

The amount of work accomplished vvith groups or 
project teams provides an indication of how well Group-
Systems fits vvith the organization. This follovvs closely 
from Rogers's second characteristic, compatibility. In-
novations that are more compatible vvith an organization 
should have higher rates of diffusion than those innova-
tions that are less compatible. Measuring the amount of 
group work seems logical for this research, as GroupSys-
tems is a group-enabling technology. GroupSystems works 
vvith groups of ali sizes, but provides better gains for large 
groups. This is also a compatibility issue in that GroupSys-
tems fits better in organizations that use larger vvork groups. 
Therefore the average size of the vvork group vvas included 
in this research. 

The amount of money spent on the GroupSystems facil-
ity vvas believed to have an effect on the degree of diffu­
sion. In today's business environment most employees and 
departments are primarily evaluated on a short-term basis, 
It is logical to assume that a high-priced technology may be 
given more chance to diffuse than a lovv priced technology. 

The internal champion also plays a role in the diffusion 
process. Although much of the internal champion Infor­
mation comes from the implementation literature, the role 
of the internal champion in relation to upper management 
vvas observed in the study to see its effect on the degree of 
diffusion. It vvas anticipated that if the internal champion 
vvere higher in the organization than the person vvith au-
thority to purchase the technology, the technology vvould 
diffuse more readily than in an organization vvhere the in­
ternal champion vvas lower in the organizational hierarchy 
than the person vvith purchase authority. 

There are many other factors that could be included, but 
each of the included variables represents a major area from 
one of the mentioned research streams. The research model 
for this research came from these variables, and is shovvn 
in Figure I. 

4 The Research Approach 

A survey methodology vvas used to collect data from a vvide 
range of respondents, vvho represented a random sample 
of the 500 organizations that had implemented GroupSys-
tems by October 15, 1994. The survey vvas administered 
to either the internal champion of GroupSystems or to a fa­
cilitator in each of the organizations. These people vvere 
chosen because of their overall knovvledge of the organi­
zational history of GroupSystems. One hundred surveys 
vvere sent out, vvith a response rate of 45%. The sample 
included government, commercial, and research sites. The 
average site had approximately 1500 potential users, and 
had spent approximately $110,000 on the GroupSystems 
facility. Seventy-eight percent of the surveys came from ei­
ther government or commercial sites, and twenty-two per­
cent vvere from research cites. Descriptive statistics of the 
research variables from the data set are in Table 2. 

A regression analysis svas used to interpret the data. Due 
to the exploratory nature of this research, a p-value of .10 
vvas used to increase the ability of the model to detect dif-
ferences (Jarvenpaa, Rao, and Huber, 1988). Stepvvise, 
forvvard, backvvard, and standard regression analysis tech-
niques vvere used, vvith thePIN and POUT values set at .10 
and .15 respectively. The regression equation shovvs vvhich 
variables vvere significant in their effect on the degree of 
diffusion. 

4.1 Data Analysis 

The data vvere run through four types of regression analy-
sis; forvvard, backvvard, stepvvise, and a straight regression. 
Three of the four models had identical variables, vvith the 
straight regression model differing by the inclusion of one 
additional significant variable. As the stepvvise model is the 
most common method of running regressions, the output 
from that model vvas used. The variables that vvere included 
in the regression are shovvn in the table belovv, There vvas 
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Figure 1: GroupSystem Diffusion Researcii Model 

no significantcorrelation betvveen any ofthe variables. The 
regression analysis indicated that 58% of the model can be 
accounted for by these variables, and is significant at the p 
<.001 level. The results ofthe regression are in table 3 and 
the regression equation is given by: 
Degree of diffusion = - .036 

+ .013 (Size of the work groups) 
+ .086 (Number of fuU-time facilitators) 
- .001 (The hourly charge) 
- .001 (% of work done by work groups) 
- .003 (The number of facilitators) 
+ .001 (Money spent on the technology). 

F = 9.301, p < .001 , R2 = .806, Adjusted R^ = .580 

5 Discussion of Results 

The regression equation shows those variables that had a 
significant effect on the degree of diffusion of GroupSys-
tems. The number of levels of command between the inter­
nal champion and the person vvith sign-off capability was 
the only independent variable that did not have an effect on 
the degree of diffusion of GroupSystems. Six of the seven 
hypotheses were supported, but not aH in the predicted di-
rection. As the internal champion variable vvas not in the 
regression equation, no support was found for H4. Support 

was found for HI, H2b, H3b and H5. Support was also 
found for H2a and H3a but aH in the opposite direction. 
The research model is shown in Figure 2. 

It seems intuitive that decreasing the amount charged to 
use the GS facility (HI), increasing the size of the work 
groups (H2b), increasing the number of full-time facilita­
tors (H3b), and the total amount of money spent on the GS 
facility (H5) would have a positive effect on the rate of dif­
fusion of GroupSystems. What is not intuitive is the fact 
that increasing the number of facilitators (full- tirne, for-
mally trained & part-time, not trained) had a negative ef­
fect on the degree of diffusion. Follow-up interviews with 
a few of the sites only led to partial solutions. It may be 
that the first impression some groups had of GroupSystems 
vvas at the hands of a non-trained facilitator. It is possible 
that the session did not run smoothly, did not run at aH, or 
that some data may have been lost due to the inexperience 
of the facilitator. This could have left a negative impres­
sion vvith the group and might have hindered the diffusion 
process. 

Given that GSS are designed to support groups, it also 
seems counter-intuitive that increasing the amount of work 
performed by vvork groups would have a negative effect on 
the degree of diffusion. Follovv-up intervievvs vvith some of 
the sites did provide some insight into this. It may be possi-
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Table 2: Descriptive Statistics 

Construct 
Percentage of repeat GS users 
Number of potential GS users at the site 
Numberof GS faciiities at the site 
Percentage of tirne the GS facility is in use 
Average department size (number of peopie) 
Percentage of work accompiished via vvork groups 
Average work group size (number of peopie) 
Number of facilitators at the site 
Number of trained facilitators 
Amount spent on the GS facility 
Hourly internal charge to use GS 
Vertical layers separating the internal champion from the person with 
approval authority for additional GS 

Mean 
20.40% 
1495 
1.4 
32.30% 
30.81 
49.62% 
8.78 
5.49 
1.62 
$112k 
$21.35 
1.57 

Min. 
0 
3 
0 
0 
3 
1 
0 
0 
0 
0 
0 
0 

Max. 
100% 
10000 
4 
95% 
75 
100 
20 
50 
5 
$560k 
$200 
9 

Table 3: Regression resuits 

Intercept 
Size of work group 
Number of full-time facilitators 
Hourly charge 
Percentage of work done by work groups 
Number of facilitators 
Amount of money spent on the technology 

B 
-0.0357 
0.0128 
0.0860 
0.0007 

-0.0013 
-0.0034 
0.0002 

T 
-1.5290 

6.233 
4.510 

-3.4880 
-4.050 
-2.703 
2.070 

Sig.T 
0.1366 
0.0000 
0.0001 
0.0015 
0.0003 
0.0112 
0.0471 

ble that some minimum amount of group vvork is required 
to ensure adequate diffusion. It was rationalized that as the 
amount of group work increases too much demand may be 
put on the GS facility. (The average number of GS faciiities 
was approximately 1.5, while the average number of poten­
tial users was approximately 1500.) Groups who depend on 
having the technology available may become disheartened 
when they do not have ready access to it. Imagine if you 
could only use your current word processor software 30% 
of the tirne you needed it, but could always use the DOS 
version of that software. You wouId probably not use your 
current word processor, even though it is far superior. 

6 Summary and Conclusions 

To improve the diffusion of GroupSystems vvithin an orga-
nization this research found support for providing trained 
facilitation support, reducing or eliminating the hourly 
charge to use the GroupSystems facility, increasing the size 
of the vvork groups, and investing sufficient money into the 
GroupSystems facility. It was also found that increasing the 
number of untrained facilitators negatively affects the dif­
fusion of GroupSystems, and that having too much group 
vvork may also hurt the diffusion of GroupSystems. These 
findings ali seem to follovv the general research base pro-

vided by prior diffusion and GSS researchers. Allovving the 
potential adopters to see GroupSystems vvhen they vvant to, 
and having them observe GroupSystems in a favorable light 
seems to improve the diffusion of the technology. Provid­
ing poor assistance and putting up barriers to use seems 
to negatively impact the diffusion of GroupSystems. While 
this seems obvious, barriers to GroupSystems use are being 
implemented in many of the adopting organizations. Those 
organizations may be vievving the GroupSystems facility as 
a cost center and are try ing to recoup the cost of the facility. 
It may be better to vievv GroupSystems as the productivity 
tool that it is. 

FolIow-up intervievvs indicated that some of the sites are 
moving to the distributed mode for using GroupSystems. 
This vvould alleviate the need to meet in the GroupSystems 
facility and should reduce the demand for the facility. Hovv-
ever, this may create a steeper learning curve for potential 
adopters as they may have to handle the learning curve pri-
marily on theirovvn. 

6.1 Limitations of this research 

As with ali exploratory research, there are some areas 
vvhere this project can be improved by future researchers. 
The first issue is hovv to determine vvhen GroupSystems (or 
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Figure 2: Final GroupSystem Diffusion Research Model 

any technology) has been 'diffused' from one area of an 
organization to another. For this research project, a Group-
Systems user was defined as someone who had used the 
technology at least twice. There is nothing magical about 
having used it twice; future researchers may want to raise 
that number. It may be better to rate users based on the 
percentage of the time they used GroupSystems when the 
opportunity arose. Someone who only had need of the tech-
nology twice in one year but used it both times may be a 
better data point than someone who had need of the tech-
nology 50 times in one year but only used it 5 times. 

It would be desirable to watch the diffusion process 
when the technology is newly implemented. This was not 
possible with this research project. This allows the re-
searcher to better control for the variables. 

It is also recommended that future researchers show the 
spread of the technology by mapping the physical location 
of the users. Floor plans should be readily available from 
the personnel planning, or facilities department of most or-
ganizations. This will permit diffusion to be measured in 
a number of ways, both by use and by physical location of 
the technology. This could help organizations better under-
stand how the technology is being diffused. Rogers men-
tions communization channels and how they can aid in the 
diffusion process. Graphically plotting the diffusion and 
then checking to see what events occurred as new areas 
or people use the technology could help researchers bet­
ter understand how the different factors affect the diffusion 

process. It may be that one areas' 'internal champion' got 
transferred, and brought news of the technology with her. It 
may be that an excellent facilitator moved to another facil-
ity and helped the diffusion process. In any event, plotting 
the diffusion process should help alert researchers to what 
is happening within the organizations. 
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A decision tree's chssification performance can drop if ttie tree is used in a cbanged context sucb as 
different accent in speach recognition. This brittleness can partially be rectifted by the use of a cheap 
second tier implemented as a linear classifier. The transfer oftbe tree to a novel context is accomplished 
by re-inducing the second tier, v/itbout the need to re-induce the more expensive first tier. Experiments 
reported in this paper indicate that quick adaptation to tbe target context can indeed be achieved. 

1 Introduction 

Even a good classifier can lose much of its performance 
when transferred to a new context, such as different accent 
in phoneme recognition or novel font in character Identifi­
cation. Context sensitivity of machine-learning concepts 
was reported by Katz, Gately, and Collins (1990), Tur-
ney (1993a, 1993b), Waltrous (1993), Waltrous and Towell 
(1995), Widmer (1996), and some others. An altered con-
text can change attribute scales, thresholds, and even the 
relevance of attributes. 

This paper focusses on the following task. A decision 
tree vvas induced from examples provided by a source con-
text, say, theBritish accent in natural-languageunderstand-
ing. Later, the tree is to classify examples in a target con-
text, say, the American accent. None of the examples of 
the target was seen during the induction phase. If the tvvo 
contexts significantly differ, the classifier's accuracy in the 
target will drop to levels that call for action. But what ac-
tion real]y? 

In principle, one can re-run the learning program on 
the target examples and dispose of the previous decision 
tree for good. But this is hardly satisfactory. The fact 
that the agent does not capitalize on previous experience 
is at variance with common sense. Laborious re-learning 
from scratch is expensive: with applications scaiing up, 
some researchers have experimented with domains where 
even Quinlan's (1993) C4.5 runs for several days (Musick, 
Cadett, and Russell, 1993). Computational efficiency is an 
issue in data mining with terabytes of data in store and mil-
lions of transactions handled each day. 

To avoid the need for re-learning after a moderate con-
text change, the engineer is advised to choose an apppro-
priate bias (Gordon and desJardings, 1995). However, how 
to determine the bias when the future contexts are un-

known? One possibility is premeditated overgeneraiiza-
tion: a pruned decision tree will be less context sensitive 
because the target might differ from the source in the-out 
features that have been pruned out. 

Pratt, Mostow, and Kam m (1991) encourage investiga-
tion of methods for transfer ofknowledge, an inexpensive 
way to "recycle" existing knowledge. They implemented a 
system that used target-context examples to update a neu-
ral net whose initial architecture was determined in the 
source. Experimental studies of Pratt (1993, 1996) indi­
cate that this strategy offers significant savings in the neural 
net re-training. The idea of transfer also bears on life-long 
learning (Thrun and Mitchell, 1993; Thrun, 1996) where 
new concepts are induced using the knovvledge from previ­
ous learning tasks, thus reducing the number of examples 
needed to achieve certain performance. 

The impactof context change has also been addressed in 
the field of on-line learning where the issue is commonly 
referred to as concept drift. Several methods to čope vvith 
this phenomenon exist (Schlimmer and Granger, 1986; Ku­
bat, 1989; Widmer and Kubat, 1996), and the problem has 
been subjected to in-depth theoretical analyses (Kuh et al., 
1991, 1992; Helmbold and Long, 1994). However, lessons 
from on-line learning do not straightforwardly extend to 
batch learning because the tvvo paradigms often use differ­
ent concept representation. 

Anticipating the problem more than a decade ago, 
Michalski (1987) suggested to separate the concept's core 
from its contextual aspects: to discern the concept rep­
resentation (first tier) from context-dependent interpreta-
tion (second tier). The approach was further elaborated 
by Michalski (1989, 1990) and Zhang (1991), reached its 
high point in the work of Bergadano et al. (1992), and has 
been adopted also by the neural-netvvork community (Sun, 
1995). The system proposed by Baxter (1995) conceived 
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decision 
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second tier I 

SOURCE 
CONTEXT 

second tier II 
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Figure 1: The decision tree with a second tier is transferred 
from the source context into the target context. The adapta-
tion is carried out by re-induction of the second tier without 
the need to change the tree. 

tree induced in the source by C4.5, and will remain un-
changed after the switch. The "tailoring" to the target con-
text is carried out by the second tier that has the form of 
a linear classifier. Induction of linear classifiers is cheaper 
than induction of decision trees. For n attributes and m ex-
amples, Murthy, Kasif, and Salzberg (1994) show that the 
complexity of the induction of a single node of their OCl 
(a linear classifier, in fact) is 0{nm\ogn), whereas C4.5's 
complexity is 0{nm?). Lilcewise, the complexity of the 
delta rule (Widrow and Hoff, 1960) for a fixed number of 
epochs is 0{nm). 

The fact that induction of linear classifiers is cheaper 
than induction of decision trees promises computational 
savings in the two-tiered scenario. Hovvever, will the clas-
sification performance of the tvvo-tiered classifier be satis-
factory, too? The rest of the paper endeavors to provide 
experimental evidence to this claim. 

the second-tier as a small neural net superposed on a much 
larger first-tier netvvork: vvhereas the first tier is fixed, each 
context has its own second tier. Recently, Kubat (1996) 
implemented a simple second tier as an extension to a de­
cision tree, and, among other things, mentioned that, under 
circumstances, the second tier might facilitate inexpensive 
recycling of the decision tree. 

This last idea motivated the experiments reported in this 
paper. The question is stated as follows. Suppose that a 
decision tree has been provided with a linear second tier 
as in Kubat (1996). In the event of a changed context, can 
this classifier be adapted simply by re-inducing the cheap 
second tier (instead of the more expensive first tier) as il-
lustrated by Figure 1 ? 

2 Task Definition 

The paper deals with learning to recognize numeric con-
cepts. The agent learns from examples expressed as pairs 
[x,c(x)], where x = [xi,X2,--. ,a;„] is a vector of at­
tributes, and c(x) is the corresponding concept. A set 
of concepts can be thought of as a function c : i?" —> 
{tti, a2 , . . . }, vvhere ai , 02 , . . . are concept labels. This 
function defines on i?" a set of regions. The same con­
cept label can be assigned to one or more regions. The 
Iearner's task is to find another function, called a classifer, 
h : R^ —^ {ai, 02, . . . }, minimizing the probability that 
h{x) ^ c(x) for any x drawn randomly from a fixed distri-
bution. 

With the transition from the source to the target the func­
tion C changes and the performance of a classifier can drop. 
The extent of this drop is a measure of the context change 
betvveen the source and target. By contrast to concept drift, 
that refers to gradual context change, this paper will fo-
cus on an abrupt context switch: from a certain moment, 
ali objects presented for classification come from the target 
context. 

In this paper, the first tier is implemented as a decision 

3 Decision Tree with a Linear 
Second Tier 

The classification strategy used in decision trees has re-
mained virtually unquestioned for decades. Each path from 
the root to a leaf defines rule whose antecedent is a con-
junction of tests along this path, and the consequent is the 
label associated vvith the given leaf. Quinlan (1987) sug-
gested to optimize these rules by the removal of some of 
their tests. Another strategy, adopted by Helmbold and 
Shapire (1995), vvas inspired by the question how to adjust 
properly the extentof tree pruning. They considerall possi-
ble prunings in parallel, and treat them as voting "experts." 
To increase flexibility, Carter and Catlett (1987) replaced 
the crisp tests in numeric domains {x < 6) by piecewise 
linear functions, arguing that crisp tests fail to discern how 
close the attribute value is to the threshold: the output of 
the test Xi > ^ will be the same vvhether Xi = 5.01 or 
Xi = 1000. Piecewise linear tests provide some tolerance 
in the vicinity of the thresholds. 

The distinctive feature of DT-2T is the fact that, in ad-
dition to inducing the decision tree (using Quinlan's C4.5), 
it aiso generates the second tier. The program DT-2T em-
ploys soft thresholding implemented by the sigmoid func­
tion f{xi) = _]^._e\, vvhere d is the threshold. Note 
that f{6) = 0.5, and that f{xi) converges to its limits (O or 
1) only vvhen Xi is sufficiently distant from the threshold 6. 

The tree-to-rules transformation is illustrated by Fig­
ure 2. Each path from the root to a leaf is turned into an 
if-then rule vvhose antecedent is a conjunction of the soft-
ened tests along the path. Each test acquires tvvo distinct 
forms, Xi < 6j (left branch) and Xi > 6j (right branch). 
If the output of the j-th test in the k-lh rule is denoted as 
rjk, then the proximity of the /c-th rule to the example is 
calculated as the product H ^^r^fc, vvhere T/t is the number 
of tests in the A;-th rule. As it is common in the pattern-
recognition literature, one "void" rule vvhose proximity is 
fixed at 1 is provided. 
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decision tree rules 

Oc^OO 

a b a 0 a b C 

Figure 2: The decision tree is interpreted as a set of rules with "soft" tests. The second tier weighs the impact that each 
rule has on the individual concept labels. 

Examples are thus transfonned from the original -R"-
space to the n/j-dimensional space (for n/j rules) where 
the i-th attribute gives the example's proximity example to 
the i-th rule. The next step is to induce a linear classifier 
for these new data. Denote by X the matrix whose j-th 
row represents the j-th (transformed) example, and the i-th 
column represents the example's proximity to the i-th rule. 
Denote by C the matrix such that if the j-th example is la-
beled with the i-th concept, then the j-th value in the j-th 
row of C is 1 and ali other values in this row are —1. The 
matrix of weights, W, should minimize the mean square er-
ror E = X • W — C. For implementational convenience, 
DT-2T ušes the technique of a pseudoinverse matrix, build-
ing on the well-known fact that the mean square error is 
minimized when W = {X^X.)-'^-K7C = X.^C. 

The rules are fully interconnected with the concept la­
bels, and these interconnections are weighted. Rules that 
are less relevant for the given concept will carry smaller 
vveights. If a rule suggests that the example represents con­
cept tti, then the weight between this rule and ai vvill be 
positive; the weight betvveen this rule and the other con­
cept labels vvill tend to be smaller, perhaps even negative. 
Each output unit corresponds to one concept. The system 
classifies an example with the concept label of the unit giv-
ing the highest output. 

Figure 3 illustrates the behavior of the linear second tier 
for the simple čase where there are just three rules and 
two concept labels. Each of the three coordinates repre­
sents the proximity of an example to a rule. A decision 
tree with crisp tests vvill send ali examples to the vertices 
(1,0,0), (0,1,0) and (0,0,1). With soft thresholds, the 
examples become more "scattered." The hyperplane in the 
second tier makes it possible that also some examples lying 
betvveen the vertices can be correctly classified. Consider 
two rules that differ only in the last test that precedes the 
leaves—the test has the form of a;̂  < 9 in one rule and 
Xi > 6 m the other rule. If the context svvitch manifests 
itself by an altered value of 9, then the examples that were 
originally located at the two corresponding vertices move 
away from the vertices. The system compensates for this 
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Figure 3: When re-described in terms of proximities to 
each of the tree branches, the examples tend to cummulate 
in the vicinity of the vertices. The hyperplaneof the second 
tier helps improve classification of ambiguous examples. 

change by tilting the hyperplane accordingly. 

4 Preliminary Experiments with 
Synthetic Data 

For initial insight, toy data files vvith positive and neg­
ative examples vvere synthesized. Attribute values vvere 
randomly generated according to the nonnal distribution 
where each class is defined by the mean vector, ^ , and by 
the vector of standard deviations, a. Figure 4 shovvs the 
•̂ource domain. The positive class is defined by/i_j_ = [0,0] 

and CT+ = [1,1], vvhereas the negative class is defined by 
/2_ = [2,0] and cr_ = [2, 2]. Formal analysis would show 
that the ideal bayesian classifier for this task is a circle cen-
tered at [—2/3,0], vvith radius r = 2.34. Its performance is 
81.51%. 

For source, as vvell as for each target, 1000 examples 
vvere generated, 600 of them being used for learning, the 
rest for testing. The positive and negative examples vvere 
equally represented in ali the training and testing sets. The 
decision trees vvere pruned by C4.5's default. Tvvo methods 
for creating the target were used. In čase A, a "linear" shift. 
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sifiers improved. This is because the negative region in 
target i is fairly compact: many false negatives from the 
source wiil find themselves in the positive region of the 
target. This is an important observation: performance of 
re-used classifiers depends not only on the extent of con-
text change, but also on the separability of the ciasses in 
the target context. 

The decision trees generated by C4.5 in the gaussian do-
main typically contain dozens of tests that transform, non-
linearly, the original examples. This explains the perfor­
mance: non-hnear transformation has long been known to 
increase linear separability of the data (Cover, 1965). 

Figure 4: Gaussian data. The ideal decision surface is cir-
cular. 5 Two Čase Studies 

the disparity between source and target was modeled by 
shifted centers. In čase B, a "non-linear" shift, the disparity 
was modeled by altered standard deviations. 

Table 1 shovvs the results for čase A. The first two rows 
are meant as reference points: C4.5: re-used shovvs how 
much C4.5's performance drops with context change (indi-
cating the degree of discrepancy betvveen source and target) 
and C4.5: re-learned shows the performance of a decision 
tree re-induced in the target. The remaining rows character-
ize the behavior of DT-2T. The rov/ DT-2T: re-used shovvs 
how much the source classifier suffers from a mechanical 
transfer, vvhereas DT-2T: re-learned provides the results of 
a classifier that vvas trained and tested in the same con-
text. The headings define each distribution by its mean (the 
bracketed expression) and standard deviation. The stan­
dard deviation and the distance betvveen the centers of the 
positive and negative concepts are unaffected by the trans­
fer, vvhich ensures that C4.5, run separately in the source 
and target, induces decision trees vvith the same topology, 
only vvith changed thresholds. The accuracy achieved by 
re-learned C4.5 (and re-learned DT-2T) is the same in each 
target. As the centers move further from the original posi-
tion, the utility of re-used C4.5 (and re-used DT-2T) drops. 

The reader can see that the values in DT-2T: post-tuned 
are virtually unaffected even by the extremely strong dis-
parity betvveen the source and target 4. This indicates that 
in the testbed A, re-induction of the second tier vvill adjust 
the tree to any shift of the concept centers, provided that 
the distance betvveen the centers remains unchanged. Sup-
plementary experiments shovved that reasonable recovery 
vvas possible even vvhen the distances betvveen the centers 
changed. 

Table 2 shovvs that similar behavior can be observed also 
in čase B (altered standard deviations): post-tuned DT-
2T achieves the same performance as re-learned DT-2T. In 
tvvo of the three targets, post-tuned DT-2T outperforms re-
learned C4.5. Target 2 is difficult because here the decision 
surface is linear, vvith the theoretical performance 66% (the 
tvvo concepts heavily overlap). 

Note that in target i the performance of re-used clas-

Synthetic domains permit the researcher to control charac­
teristics he or she believes are reievant for the studied phe-
nomenon. To what extent these characteristics are realistic 
is another question, and experiments vvith synthetic data 
thus have to be supplemented vvith real-vvorld čase studies. 

5.1 Phoneme Recognition 
The repository of machine-learning tasks at the Univer-
sity of California, Irvine (Murphy and Aha, 1995), con-
tains a data file recorded during a phoneme-recognition 
study (Robinson, 1989). Each examplerepresents an audial 
spectrum of a single utterance described by 10 numeric at-
tributes and labeled vvith one out of 11 different vovvels. In 
the phoneticians' terminoIogy, the vovvels are referred to as 
hid, hid, hEd, hAd, hYd, had, hOd, hod, hUd, hud, and hed. 
The examples vvere recorded from 15 different speakers: 4 
males and 4 females in the training set, and 4 males and 3 
females in the testing set. Each of these persons provided 
6 instances of each vovvel, vvhich amounts to 66 examples 
per speaker. The total number of training examples is 528 
and the total number of testing examples is 462. 

The obvious context in this domain, the speaker's gen-
der, suggests the follovving scenario. Suppose that the 
source decision tree vvas induced from female examples. 
After some time, the tree is used to identify phonemes in 
males. Aiternatively, the target can be represented by a 
mixed population of males and females. The original file 
vvas thus divided into four subsets: male-training, female-
training, male-testing, and female-testing. For each source 
(male of female), tvvo different targets vvere considered: the 
opposite gender and mixed population. 

Table 3 summarizes the results. Since the decision sur­
face is highly non-linear, and the concepts overlap, the per­
formance of ali learners is poor (for comparison, linear re-
gression scored 33.3% on the mixed data). The accuracy of 
re-learned C4.5 in males (48.9%) is better than in females 
(30.3%), vvhich indicates greater variance in the female ex-
amples. The apparent increase in accuracy in re-used C4.5 
(trained in females, re-used in males) is thus actually a re-
duction. In DT-2T, this phenomenon is less pronounced. 
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Table 1: Gauss A. The target contexts have siiifted means. 

negative examples 
positive examples 
C4.5: re-used 
C4.5: re-learned 
DT-2T: re-used 
DT-2T: re-learned 
DT-2T: post-tuned 

source 
([0,0],1) 
([2,0],2) 

78.0 
78.0 
81.0 
81.0 
81.0 

target 1 
([1,0],!) 
([3,0],2) 

75.0 
78.0 
75.3 
81.0 
80.8 

target 2 
([2,0],]) 
([4,0],2) 

60.8 
78.0 
61.3 
81.0 
80.5 

target 3 
([4,0], 1) 
([6,0],2) 

48.0 
78.0 
47.5 
81.0 
80.8 

target 4 
([10,5]),!) 
([12,5]),2) 

47.5 
78.0 
52.5 
81.0 
81.0 

Table 2: Gauss B. The target contexts have altered standard deviations. 

negative exaniples 
positive examples 
C4.5: re-used 
C4.5: re-learned 
DT-2T: re-used 
DT-2T: re-learned 
DT-2T: post-tuned 

source 
([0,0], 1) 
([2,0],2) 

78.0 
78.0 
81.0 
81.0 
81.0 

target 1 
([0,0],0.5) 
([2,0],2) 

84.8 
92.5 
87.0 
94.8 
94.5 

target 2 
([0,0],2) 
([2,0],2) 

55.5 
65.2 
59.8 
64.0 
65.5 

target 3 
([0,0],2) 
([2,0], 1) 

64.2 
77.0 
62.5 
80.5 
80.5 

Table 3: Transfer betvveen genders in vowels (11 classes) 

C4.5: re-used 
C4.5; re-learned 
DT-2T: re-used 
DT-2T: re-learned 
DT-2T: post-tuned 

C4.5: re-used 
DT-2T: re-used 
DT-2T: post-tuned 

src: f 
30.3 
30.3 
47.0 
47.0 
47.0 

src: m 
48.9 
50.0 
50.0 

trgt: m 
36.4 
48.9 
36.4 
50.0 
53.4 

trgt: f 
17.2 
22.2 
44.4 

trgt: aH 
33.8 
42.6 
40.9 
48.5 
52.8 

trgt: ali 
35.3 
38.1 
46.3 

Mechanical transfer of C4.5 or DT-2T from males to fe-
males is useless. For instance, the accuracy of the tree in-
duced by C4.5 drops from 48.0% to 17.2%. Importantly, 
the results of post-tuned DT-2T are only slightly vvorse than 
those of re-learned DT-2T in the male-to-female transfer, 
and are even better in the female-to-male transfer. 

Detailed examination of C4.5's output revealed that 
some vovvels vvere more difficult to discern. To study the 
learner's behavior on these "difficult" vovvels, two subdo-
mains were extracted: VW-012 with examples of hid, hid 
and hEd; and VW-345 with examples of hAd, hYd, and 
had. As before, each of the subdomains vvas divided into 
training and testing examples, subdivided into males and 
females. 

The results are shown in Tables 4 and 5. Again, mechan­
ical use of the source classifier in the target (C4.5 re-used 
and DT-2T re-used) gives poor performance. Interestingly, 
in VW-345 post-tuned DT-2T outperforms re-learned DT-
2T in 3 out of 4 transfers (female-to-male, female-to-all, 
and male-to-female). In VW012, this happens in 2 out of 4 

Table 4: Transfer between genders in VW-012 (3 classes) 

C4.5: re-used 
C4.5: re-learncd 
DT-2T: re-used 
DT-2T: re-learned 
DT-2T: post-tuned 

C4.5: re-used 
DT-2T: re-used 
DT-2T: post-tuned 

src: f 
61.1 
61.1 
61.1 
61.1 
61.1 

src: m 
68.1 
72.2 
72.2 

trgt: m 
23.6 
68.1 
44.4 
72.2 
54.2 

trgt: f 
33.3 
33.3 
55.6 

trgt: ali 
39.7 
64.3 
51.6 
66.7 
73.0 

trgt: ali 
53.2 
55.6 
51.6 

Table 5: Transfer between genders in VW-345 (3 classes) 

C4.5: re-used 
C4.5: re-learned 
DT-2T: re-used 
DT-2T: re-learned 
DT-2T: post-tuned 

C4.5: re-used 
DT-2T: rc-used 
DT-2T: post-tuned 

src:f 
48.1 
48.1 
61.1 
61.1 
61.1 

src: m 
58.3 
69.4 
69.4 

trgi: m 
50.0 
58.3 
56.9 
69.4 
72.2 
trgt: f 
48.1 
48.2 
51.9 

trgt: aH 
49.2 
47.6 
58.3 
51.6 
65.9 

trgt: aH 
54.0 
60.3 
59.5 
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transfers (female-to-all and male-to-female). Although this 
can be mere coincidence, one can stipulate that the knovvl-
edge acquired in the source helps the learner in the sense 
that post-tuning with smaller target training sets now yields 
higher performance than in the re-learned čase. Hovvever, 
the small number of examples in this subdomain makes it 
unrealistic to investigate the learning curves. 

Statistical data analysis provides additional insight. 
Apart from the altered variance, the context switch causes 
shifts in some attribute values. For instance, the values 
of attributes 1,6,7, and 8 in VW-012 are greater in males 
than in females with confidence level 99% according to t-
test, whereas attributes 3,4,5, and 10 have greater values 
in females (with the same confidence). As another exam-
ple, attribute 9 in female examples of VW-012 has greater 
values for hid than for hid with confidence level 95%, but 
the same attribute in males has greater value for hid than 
for hid vvith confidence level 90%. This shift is much less 
pronounced in VW-345, which seems to corroborate the 
above hypothesis explaining why post-tuned DT-2T out-
performed re-learned DT-2T more often in VW-345 than 
in VW-012. 

5.2 Identification of Sleep Stages 

The task in the second čase study is to identify distinct 
stages of human sleep based on 15 numeric attributes such 
as EEG amplitude, heart rate, or respiration. Manual clas-
sification of recordings of a 8-hours sleep is expensive, re-
quiring several hours' effort of a highly qualified profes-
sional. Early attempts to automate this process by machine 
learning (Kubat, Pfurtscheller, and Flotzinger, 1994) re-
vealed that the involved signals are sleeper-dependent: a 
decision tree induced from one subject cannot be used to 
classify another subject. Therefore, a vveaker objective was 
specified: the expert classifies a subset of examples ob-
tained from a sleeper, the system learns from them, and 
only then classifies this sleeper automatically. Even this 
vveaker scenario yields significant savings in the expen-
sive human expertise. The experiments discussed below 
use three files, b r , r a and kr , containing 920, 779, and 
931 examples, respectively, labeled with 7 distinct con-
cepts. Domain-specific knovvledge and the order of ex-
ample recording are ignored. The three sleepers represent 
three contexts. 

The first experiment will demonstrate that the second tier 
facilitates successful transfer between sleepers. Each file 
was randomly split into disjoint training (60%) and test-
ing (40%) sets. The results in Table 6 confirm that induc­
tion of a new second tier is a legitimate option in domains 
where "re-use" fails. Post-tuned DT-2T achieves similar 
results as re-learned DT-2T, and outstrips re-learned C4.5. 
The results of post-tuned DT-2T on r a (77.9% and 78.9%) 
even surpass those of re-learned DT-2T on the same sleeper 
(76.9%). 

Figure 5 demonstrates that post-tuned DT-2T is a good 
match to re-learned DT-2T in each sleeper. When 30-50% 

Table 6: Transfer between sleepers: initial experience 

C4.5: re-leamed 
DT-2T: re-learned 

C4.5: re-used 
DT-2T: re-used 
DT-2T: post-tuned 

C4.5: re-used 
DT-2T: re-used 
DT-2T: post-tuned 

C4.5: re-used 
DT-2T: re-used 
DT-2T: post-tuned 

br 
79.3 
82.6 

src: br 
79.3 
82.6 
82.6 

src: ra 
76.3 
76.9 
76.9 

src: kr 
61.0 
67.7 
67.7 

ra kr 
76.3 61.0 
76.9 67.7 

trgt: ra 
42.0 
48.7 
77.9 

trgt: br 
14.9 
51.9 
81.5 

trgt: br 
35.6 
32.6 
82.1 

trgt; kr 
44.1 
24.7 
66.1 

trgt: kr 
24.7 
31.7 
68.0 

trgt: ra 
19.6 
4.9 
78.9 

of the examples from the domains k r and r a are used for 
post-tuning, then the assertion that post-tuned DT-2T and 
re-learned DT-2T achieve comparable results is true vvith 
confidence 95% according to Dietterich's (1996) "5x2cv" 
test. Although the knovvledge acquired in the source does 
not improve the learning curves of the post-tuned classifier 
in the target, the graphs shovv that the source decision tree 
can successfully be recycled. 

6 Discussion 
The purpose of this paper vvas to verify the idea that a linear 
second tier added to a decision tree can facilitate efficient 
recycling of this decision tree in novel contexts. Linear 
classifiers are computationally less demanding than induc­
tion of decision trees, and it is thus cheaper to provide an 
existing decision tree vvith a new second tier than to in-
duce a nevv tree from scratch. Experimental evidence vvas 
obtained from a synthetic gaussian domain and from čase 
studies from phoneme recognition and sleep classification 
domains. The fact that existing decision trees can be re-
cycled can prove useful in many realistic domains. For 
instance, data mining applications often require that many 
similar concepts be learned. The experience reported in this 
paper suggests to induce just a fevv generic decision trees, 
each tree representing tvvo or more concepts to be further 
distinguished by the cheaper second tiers. 

The described system can be improved along several di-
mensions. First, the technique used for the induction of 
the second tier (pseudoinverse matrix) is knovvn to be sen-
sitive to noise and outliers. Among possible alternatives, 
the algorithm employed in the system OCl (Murthy, Kasif, 
and Salzberg, 1994) is attractive because it minimizes the 
number of involved attributes. In DT-2T, this vvould mean 
to connect each rule only to those concept labelS' that are 
really relevant. The understanding of the individual tree 
paths as voting experts suggests to exploit the results of the 
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DT-2T on br: post-tuned from ra 

F igure 5: Learn ing curves characterizing the learning speed of DT-2T. 
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research in combining expert opinions. The anaiyses pro-
vided by Cesa-Bianchi et al (1993); Littlestone and War-
muth (1994); and Kearns and Seung (1995) prove the com-
putational effectiveness of the requisite aigorithms. As an 
alternative to the current method of "softening" the deci­
sion tree, the technique presented by Kubat and Ivanova 
(1995) can be recommended: the hyperrectanguiar regions 
defined in the instance space by the induced decision trees 
are replaced with gaussian kernels. 

The experiments reported in this paper focused exclu-
sively on univariate decision trees. Similar techniques 
might prove successful aiso in muLtivaiiate trees (Brod-
ley and Utgoff, 1995; Murthy, Kasif, and Salzberg, 1994; 
Kubat and Flotzinger, 1995). The second-tier approach 
can be emp[oyed to recycle other expensive classifiers 
such as multilayer perceptrons (Rumeihart and McClel­
land, 1986), RBF networks (Broomhead and Lovve, 1988), 
or perhaps even in inductive logic programming (Lavrač 
and Džeroski, 1994). From the perspective of recycling, 
each of these paradigms has its own idiosyncracies that call 
for further investigations. 

The priče for DT-2T's performance is decreased under-
standability. The expIanations provided by the original de­
cision tree make sense only when the tree suggests the same 
concept labei as the complete DT-2T. Other exampies re-
main unexplained. However, understandability of numeric 
decision trees with dozens of tests (as in the gaussian data 
and in sleep classification) is not persuasive, either, and the 
loss in the explanation power caused by the second tier can 
thus be tolerated. 

[4] Broomhead, D.S. and Lowe D.(1988). Multivariable 
Functional Interpoiation and Adaptive Netvvorks. Coin-
plex Systems, 2, 321-355 

[5] Cesa-Bianchi, N., Freund, Y., Helmbold, D.R, Haus-
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How to Use Expert Advice. Proceedlngs ofthe 25th An-
nual ACM Symposiuin on the Theory of Computing (pp. 
382-391) 

[6] Carter, C. and Catlett, J. (1987). Assessing CreditCard 
Applications Using Machine Learning, IEEE Expert, 
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Bitmap R-tree is a variant of R-tree in wbicb bitmaps are used for the description of the internal and 
the external regions of the objects in addition to the ase of minimum bounding rectangles. The proposed 
scheme increases the chance of trivial acceptance and rejection of data objects, and reduces unnecessary 
disk accesses in query processing. It has been shown that with the bitmaps as filters, the reference to the 
object data f\le can be cut down by as much as 60%. 

1 Introduction 2 i^-tree and its variants 

With the widespread use of computers, many non-
conventional applications have been developed to handle 
spatial data in two and three dimensions. The spatial data 
include map objects such as bridges in a Geographical In­
formation System (GIS), or electronic components such as 
transistors in a VLSI Computer Aided Design (CAD) ap-
plication. 

With the ever increasing demand for the manipulation 
of spatial data, spatial database system evolves and many 
data structures have been proposed such as quadtree [5], 
kd-tree [4], and iž-tree [7]. (Refer to [10] for more de-
tails on the various spatial data structures that have been 
in use.) As one of the earliest proposed tree structures for 
nonzero-sized spatial objects, i?-tree has always been used 
as a yardstick in assessing the performance of other related 
data structures. Variants of the iž-tree, such as i?"*"-tree 
[11], i?*-tree [3], and i?r-tree [9] have been proposed ali 
with the aim to improve performance. 

Ali these structures can be used to support various forms 
of query, in particular, point query and region query. The 
bitmap R-tree we propose in this paper aims to enhance 
the query processing performance of i?-tree by extending 
it with two types of bitmaps. It is hoped that with the use 
of these bitmaps, some unnecessary disk accesses can be 
avoided. Even though the construction of the bitmaps re-
quires some processing time, the overall saving in query 
processing can stili be gained. 

The paper is organized as follows. We begin with a dis-
cussion on i?-tree and its variants in section 2, follovved by 
introducing bitmap i?-tree in section 3. Query processing 
using bitmap i?-tree is described in section 4 and its per­
formance analysis based on empirical results is presented 
in section 5. In section 6 we draw our conclusion. 

R-tree is a multi-dimensional generalization of B-tree [2]. 
It is used as an indexing structure to speed up the retrieval 
of spatial objects. It is height-balanced and the insertion 
and deletion of an object may trigger node splitting and 
merging. 

Usually, a fc-dimensional spatial object is fully described 
with ali its spatial and aspatial attributes of interest con-
tained in a long record in a data file. In order to access this 
record quickly, its offset from the beginning of the file is 
used as an index vvhich is stored in a leaf nodeof an R-tree. 
An entry in a leaf node of an i?-tree is a tuple (mbr, oid), 
where mbr is the /c-dimensional minimum bounding rect-
angle of the object, and dd is the object identifier that can 
be used to retrieve the fuU object description record from 
the file. 

Each entry in a non-leaf node of an iž-tree is a tuple 
{mbr, childptr), where childptr is a pointer to a lower 
level node in the i?-tree, and mbr is the minimum bounding 
rectangle (MBR) that covers aH the rectangles in the lower 
level node pointed to by childptr. Figure 1 shows the MBR 
of an object. Figures 2 and 3 show the planar view of an 
i?-tree, and its corresponding structure, respectively. 

Figure 1: MBR of an object. 
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Figure 2: Planar view of an -R-tree. 
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Figure 3: Structure of an i?-tree. 

Each i?-tree node has a predetermined capacity which is 
the maximum number of entries a node can carry. During 
the insertion of an entry, a node will be split when it over-
flows. A new node is allocated, and ali entries in the over-
flovved node together with the new entry are redistributed 
into the overfiovved node and the new node according to 
some rules. A new index vvhich contains the MBR of the 
new node and the pointer to the new node has to be inserted 
into the parent node (the node that contains the pointer to 
the overflowed node). The overflowed node's MBR has to 
be updated. The insertion of the new index may in turn 
cause the parent node to split and the node splitting may 
propagate upwards. If the propagation reaches the root 
node, the root node is split, a new root node is created and 
the depth of the R-tree is increased. 

Overlapping regions exist not only in the leaf node but 
also in the non-leaf nodes of an i?-tree. When a query 
point falls within an overlapping region, there vvill be mul-
tiple access paths leading to the desired objects, resulting 
in higher search cost [8]. To overcome this problem, i?"*"-
tree was proposed. It ušes the object clipping approach 
to divide objects into as many sub-objects as required so 
that the MBRs of these internal nodes do not overlap each 
other. The disjoint partitioning of subspaces ensures a sin-
gle search path for a given query point. 

In i?r-tree, in addition to the use of MBR, the maximum 
internal rectangle (MIR) is used and stored in the leaf node 
together with the MBR of an object. The MIR is the largest 
rectangle that is strictly contained in the object. Any point 
falling inside the MIR of an object is definitely within the 
object. The use of MIR can therefore further reduce the 
number of accesses to the data file, especially in answering 
a point query. Figure 4 shows the MBR and MIR of an 
object. 

/ "" " 
MIR 

MBR 

- 1 / 

I / 
1 / 
1 / 
1 / 

Figure 4: MBR and MIR of an object. 

3 Bitmap R-tree 

The basic idea of using bitmaps in bitmap i?-tree is sim-
ilar to the i?r-tree except that instead of storing the MIR, 
the internal and external bitmaps of the object are stored 
together with its MBR at the leaf node. 

A spatial object is usually represented by a simple poly-
gon (a polygon vvithout holes). Two regions are defined by 
the polygonal boundary of the object: one that is strictly 
contained in the object and another that is strictly outside 
the object but stili within the MBR. Instead of using 16 
bytes for the description of MIR as is done in the Rr-tree, 
we could make good use of these spaces to describe the two 
regions in the highest resolution attainable, resulting in the 
use of two bitmaps, the internal bitmap and the external 
bitmap. 

Each MBR is divided into 8 by 8 grid cells. A small 
bitmap can be constructed and stored in 8 bytes if a celi 
is represented by a bit. The Is in an internal bitmap of 
a spatial object represent the corresponding grid cells that 
are completely vvithin the object vvhile the Is in an external 
bitmap represent the corresponding grid cells that are com-
pletely outside the object but inside the region confined by 
the MBR. Figures 5, 6, and 7 show a triangle that is super-
imposed on an 8x8 grid, its internal bitmap, and its external 
bitmap. From the internal bitmap and the external bitmap, 
it is not difficult to obtain the outline bitmap vvhich shows 
ali grid cells that intersect vvith the boundary of the object. 
The three bitmaps are closely related; given any tvvo, we 
can easily derive the remaining bitmap. 

Figure 5: A triangular object T. 
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Figure 6: Internal bitmap of T. 
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Figure 7: External bitmap of T. 

The algorithm to generate the external bitmap of a poly-
gon is adapted from the polygon filling algorithm [6] used 
in graphics rendering. The outline bitmap is generated by 
using the voxel traversal algorithm [1] used in ray trac-
ing. With these two bitmaps, the internal bitmap can be 
obtained. 

The deletion and insertion of an object into a bitmap R-
tree is the same as that for an R-tree except that the corre­
sponding bitmaps are to be created during the insertion of 
an entry at the leaf node level. 

4 Query processing 

In an i?-tree, if the query is an arbitrary region, the MBR 
of the query region will be used to select object entries that 
satisfy the query MBR. In addition, the object descriptions 
of ali the seiected entries are needed for further testing with 
the query region. 

With a bitmap i?-tree, the internal and the exter-
nal bitmaps of the query region, denoted Qintmap and 
Qextmap, can be generated and used in query processing. 
Using the bitmaps and the MBR of the query region, cer-
tain entries may be trivially accepted or rejected vvithout 
further testing. 

Table 1 lists the tests on the bitmaps that are used in pro­
cessing a query. 

In point query, we are to locate aH objects that contain 
a given point. In an i?-tree, even though the given point 

Test 

PointExt 

Pointlnt 

BinpNonlnterseciion 

BmpContainment 

Bmplntersectioii 

Linelntersection 

Result 

If a query point is mapped into a bit in extmap 
with value 1, the point is in the external region and 
the object is triviaily rejected. 

If a query point is mapped into a bit in intmap 
with value 1, the point is in the internal region and 
the object is trivially accepted. 

If none of the Os in ext7nap is mapped to any of 
the Os in Qextmap, the regions do not intersect. 
Otherwise the regions muy intersect. 

If ali the Os in the extmap are mapped to Is in 
Qintmap, It implies that the spalial object of the 
entry is strictly contained in the query region. 

If any of the Is in intmap is mapped onto a I in 
Qintmap, the two regions intersect. The object 
can be trivially accepted for the intersection query. 

Clip the query line to the MBR of the seiected en-
try. Create bitmap of the clipped line and perform 
Bmpintersection test. 

Table 1: Bitmap test functions 

is contained in an MBR, we cannot determine if the object 
really contains the point. In a bitmap i?-tree, if the point 
is found to be in the intmap, then it is inside the object 
and the object is trivially accepted. If the point is in the 
extmap, then it is outside the object and the object is triv-
ially rejected. Of course, if it is not within the MBR, then 
it is also outside the object. Only when the given point is 
found to be in the MBR of an object and is neither in its 
intmap nor its extmap, then will the object description 
record stored in the data file be accessed. 

In a region query, we want to find ali objects covered 
completely by the given region (a subset query), contain-
ing it (a superset query), or simply intersecting it (an inter­
section query). We only consider intersection query in our 
study. 

In an i?,-tree, the region specified is usually a rectangle. 
Any MBR in a leaf node found intersecting with the speci­
fied region will cause the corresponding object record to be 
read in. In a bitmap iž-tree, if any portion of the intmap 
of an object is found to be vvithin the region, the object is 
trivially accepted. If the region is found to intersect only 
with the extmap of an object, then the object is trivially 
rejected. Othervvise, the object record has to be retrieved 
for further checking. 

The use of bitmaps of the given query region simplifies 
the filtering step. The cost of checking the intersection be-
tween the bitmaps of the given region and the bitmaps of 
the objects is low. Therefore, specifying a non-rectangular 
query region in a bitmap i?-tree wi!l not pose any problem 
in the performance of query processing. 

5 Performance analysis 

We implemented i?-tree and bitmap i?-tree. We did not 
implement i?.r-tree as the area of an MIR is usually smaller 
than that of the corresponding intmap, and with the use 
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Rle size 

10000 
20000 
30000 

Point query 

68 
69 
69 

Line i nt. 

69 
65 
64 

Cuadrangle ini. 

69 
63 
62 

Table 2: Efficiency (in percentage) of bitmaps 

of the extmap, the number of objects that can be trivially 
accepted or rejected based on the use of both the intmap 
and the extmap should be more than that with the use of 
MIR. 

The space requirements of i?-tree and bitmap i?-tree can 
be vvorked out easily. The sizes of an MBR, a child pointer, 
and a coordinate are 16, 4, and 4 bytes respectively. Thus 
the sizes of an entry in a leaf node in an i?-tree and bitmap 
iž-tree are 20 and 36 bytes respectively. The sizes of the 
entry in an interna! node of both structures are 20 bytes. 
Assuming that a node is of IK bytes, then the capacities of 
a leaf node in an i?-tree and a bitmap i?-tree are 50 and 28 
respectively. The capacity of a non-leaf node in both trees 
is 50. 

The size of the domain from which the spatial objects 
are drawn is 100000 by 100000. The spatial objects are no 
larger than 1000 by 1000. The objects are made up of ran-
domly generated points, lines, triangles and quadrangles. 
Equal number of each type of objects were generated. 

During the experiment, the total number of objects triv-
ially accepted and rejected, and the total number of disk 
accesses were noted. The number of input objects varied 
from 10000 with increment of 10000 till 30000. The node 
size varied from IK bytes to 4K bytes, vvith increment of 
IK bytes at each step. Three different sets of 100 query 
objects of the same type (point, line, etc.) were randomly 
generated. The 100 points were used in point query. The 
line objects were used to locate objects that intersect with 
the query lines. The quadrangles were also used for inter-
section query. This would allow us to find out the effect 
of the shapes of the query objects on the efficiency of the 
bitmaps in the query processing. 

The efficiency of the bitmap is defined as i/c, the ratio 
betvveen t, the number of candidates that are trivially re­
jected or accepted, and c, the number of candidates selected 
by checking their MBRs with the query point or vvith the 
MBR of the query region. For the same set of test data and 
the same query set, the efficiency of the bitmaps remained 
very much stable regardless of the size of the nodes. When 
the same query set was used, the efficiency varied slightly 
when different sets of test data were used. This can be seen 
from Table 2. In point query, 68% of those candidates were 
either trivially rejected or accepted. For intersection query, 
the efficiency is 62%. 

Although the efficiency of the bitmaps seemed to be 
quite high, the reduction in disk accesses was about 36% at 
best. The percentages of saving in disk accesses are shown 
in Table 3. 

The saving is large for point query using small nodes but 

Node size 

IK 
2K 
3K 
4K 

Point query 

36 
30 
24 
20 

Line i 111. 

27 
20 
15 
5 

Quadrangle int. 

21 
13 
9 
7 

Table 3: Percentages of saving in disk accesses using 
bitmap i?-tree 

the advantage of using bitmap i?-tree wanes when the node 
size is increased. This is because a bigger node allows more 
objects to be stored, hence the MBRs of the interna! nodes 
are larger, more regions overlap, causing more nodes in the 
lower leve! to be read in the search. As the capacity of the 
leaf nodes of the bitmap i?-tree is smaller, the same set of 
candidates is stored in more leaf nodes. Therefore, more 
leaf nodes have to be accessed even though the efficiency 
of the filter remains the same. 

We have experimented to find out the efficiency of the 
intmap and the extTnap of the internal nodes. The results 
shovved that they were not effective at al! (less than 0.2%) 
in trimming the access path. This is indeed not surpris-
ing. In fact, the intmap of an internal node is useless as 
the low leve! nodes are stil! required to be read in when 
the qu6ry point is found within the intmap. The saving 
can only come from the use of the extmap of an inter­
nal node to terminate the search from proceeding further. 
When the MBR of an internal node is represented by an 8 
by 8 bitmap, each of the 64 grid cells is very likely cov-
ered by some of the rectangles of the corresponding entries 
stored in the !ow leve! nodes. This means that the internal 
bitmap intmap is likely to contain ali Is and the external 
bitmap extm.ap will contain mostly Os, making the use of 
bitmaps in an internal node very ineffective. 

6 Conclusion 

The use of MBR in i?-tree helps to filter away objects that 
are unlikely to be included in the answer to a query. Al­
though the use of MBR is simple, it may be too crude at 
times, especially when its external region is large. 

By using MIR in /?r-tree, even though it helps to filter 
additional candidates that are definitely to be included in 
the answer set, it is stili not effective when the external 
region of an object is large and thus the corresponding MIR 
is small. Since each MIR requires 16 bytes, the capacity of 
a leaf node in an i?r-tree is significantly reduced. 

We propose to enrich the i?-tree structure with additional 
Information that can quickly differentiate if a given point is 
inside or outside an object. With the same storage overhead 
as MIR by using 16 bytes for storing the internal bitmap 
and the external bitmap of a given object in bitmap i?-tree, 
we are able to trivially accept or reject more than 60% of 
the candidates identified based on the MBRs alone. An ob­
ject with a large external region has a large external bitmap, 



BITMAP ii-TREES Informatica 24 (2000) 205-209 209 

and hence this increases its chance of being rejected in a 
point query or a region query. 

Although a bitmap i?-tree needs more space and time to 
process the bitmaps and the tree resulted may be deeper 
due to the larger number of leaf nodes each of which hav-
ing fewer entries, the empirical results show that the query 
performance has generally improved by more than 20% in 
terms of the number of disk accesses. Since the CPU pro-
cessing time is only a small fraction of disk access time, a 
net gain in query performance is evident. 
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We describe a distributed computing primitive termed polling ttiat is both a means of synchronization 
and communication in distributed or concurrent systems. Tlie polling operation involves the collection 
of messages from nodes in an interconnection network, in response to a query. We define the semantics 
of polling, and present algorithms for implementing the operation on complete and hypercube networks. 
Time and message Iower bounds are presented, and are followed by an analysis ofthe number of operations 
performed at eacb node for every algorithm. We s/iovv that polling in a complete graph on 2" vertices can 
be completed in 2n rounds using 2" + 2"~^ + \-—o-^l — 1 messages. In čase ofn-cube, we show that 
polling in 2n rounds requires [2" + | 2 " ^ + hV^ — |1 messages and we present an algorithm that 
completes polling in 2n rounds and sends 2" + 3 • 2" 1 messages. 

1 Introduction 
We define the polling operation on interconnection net-
works as follovvs: One processor in a netvvork (termed the 
root) has a "question" that must be asked of ali other pro-
cessors, each of which must respond with an "answer". 
We wish to perform this operation in minimal time using a 
minimal number of messages, under the following assump-
tions: 
(1) Processors communicate solely by message-passing; 
messages may contain the question, one or more answers, 
or both. 
(2) Polling proceeds in "rounds"; a processor may either 
send or receive at most one message during any round. Pro­
cessors other then the root may participate only after they 
have received at least one message (i.e. a message contain-
ing the question). 

As with most distributed algorithms, the efficiency of 
polling is measured by the time required to accompiish the 
operation (number of rounds), and by the number of mes­
sages needed. Algorithm goals are to minimize the num­

ber of rounds necessary, and given the minimal number of 
rounds, to minimize the number of messages. 

The notion of polling is traditionally associated with 
terminals and controUers, and with data link protocols. 
Hovvever, polling has important applications in distributed 
systems, and on non-shared memory multiprocessor ma-
chines. Status or resource monitoring, fully replicated 
queries or updates, the computation of multiple-inputfunc-
tions, and certain synchronizationprimitives may ali be im-
plemented using polling. Polling inherently requires that 
one processor initiates the operation, that every processor 
participates, and that aH outputs be returned to the initia-
tor. When these are necessary conditions within an appli-
cation, polling is an effective distributed computing prim­
itive. It seems that until recently, the polling problem re­
ceived much less attention than the classical broadcasting 
and gossiping problems for vvhich many results were ob-
tained and different models vvere studied (see for example 
[6] and references in it). The time complexity of polling 
was recently studied by A. Rescigno in [8] and [9]. The 
communication model considered is however different than 

mailto:andrzej@math.la.asu.edu
mailto:karonski@amu.edu.pl
mailto:michal@mathcs.emory.edu
mailto:vss@mathcs.emory.edu


212 Informatica 24 (2000) 211-216 A. Czygrinow et al. 

ours. For example, in model in [8] and [9] a node can send 
a message to ali of its neighbors in a single round but it is 
not possible to send many responses along a single edge. In 
our model, a vertex can communicate only with one of its 
neighbors in a single round. On the other hand, we assume 
that responses can be combined and send as one. Conse-
quently, under the assumptions in [9] polling in a complete 
graph on n vertices can be done in 2 rounds, in our model 
it requires about 21ogn rounds. The algorithms of [9] are 
based on special kind of polling trees which are used to dis-
tribute the question and to gather the responses. In contrast, 
our communication graphs are not trees as it is easy to see 
that if we use any spanning tree as communication graph 
then the number of messages sent will be twice the number 
of edges which is greater than what is obtained using our 
graphs. The number of messages sent is not discussed in 
Rescigno's papers. 

The paper presents the lower bounds and algorithms for 
polling in networks with complete graph and hypercube 
topology. In the next section we show the lovver bounds 
and we present an algorithm that performs polling in com­
plete netvvorks in the minimal number of rounds and using 
the minimal number of messages. Section 3 contains an 
analysis of polling in the hypercube netvvork. We show a 
slightly better lower bound for the number of messages and 
propose a nearly optimal algorithm. 

2 Preliminaries 
We define a path in a network as a sequence of vertices 
viV2 •. .Vn such that for ali 1 < i < n — 1 there is an edge 
Vi, Vi+i. We then say that the path covers n vertices or if 
vi and Vn are already nodes of a different path we say that 
the path covers n — 2 new vertices. Cycle is defined as a se-
quence V1V2 • • -Vn such that for 1 < z < n there is an edge 
Vi, i'(i+i) (mod n)- The degree of a vertex is the number of 
vertices incident to it. Also N vvill denote the number of 
nodes in a network, Iga will denote the logarithm of base 
2 and In a the logarithm of base e. 

We dsfine partial broadcast as the delivery of a message 
originating at the root to a subset of nodes of a netvvork. 
Partial gather is defined analogously as the collection of 
messages from a subset of nodes of a network. 

Proposition 1 For O < M < 2" — 1 partial broadcast to 
M (gather from M) nodes requires [Ig [M + 1)] rounds. 

Proof We prove the bound in čase of partial broadcast. 
Partial gather is proved in the same way. During one 
round a node may either send one message to one of its 
neighbors. Thus number of nodes that have received the 
message can at most double in each round. Therefore if 
the number of rounds k is less than Ig (M + 1) then the 
number of nodes which received the message is at most 
E t i 2' < Elii^"^^' 2̂  = M. Thus A; > Ig (M + 1) and 
since k must be an integer the proof is complete. 

3 The Algorithm for complete 
graphs 

In this section we present the Iower bound for the number 
of rounds and the number of messages. The technique used 
in the proof of second bound leads to an optimal polling 
algorithm in complete graphs which is described at the end 
of the section. 

Proposition 2 Let N = 2" - k where O < k < 2 " "^ 

(i) Ifk = O then the number of rounds is at least 2n. 

(ii) IfO < k < 2"~^ then the number of rounds is at least 
2n - 1. 

(iii) Ifk> 2"~^ + 1 then the number of rounds in is at 
least 2n — 2. 

Proof (i) Let A'̂  = 2". From Proposition 1 we know that 
immediately after n—1 rounds at most 2"~^ — 1 nodes other 
than root received the message originated at the root. De­
note the set of these nodes by L and let R — V{KN) \ L. 
To gather messages from R we need at least [Ig \R\] = 
[Ig (2"~^ + 1)1 = '̂  rounds. At least one more round is 
necessary to initiate the participation of nodes in R. The 
situation is illustrated in Figure 1 (i). This shovvs that to 
complete polling in KN, at least n — 1 + 1 + n = 2n 
rounds are necessary. 
(ii) When k < 2"-2 then 7V > 2" - 2"-^ = 2"-^ + 2"-^ 
and Proposition 1 implies that immediately after n — 1 
rounds at most 2"~^ — 1 nodes other than root vvill receive 
the message originated at the root. To gather from remain-
ing 2"~^ nodes, we need [Ig (2"-'"^ + 1)] rounds and at 
least one round to initiate the participation of remaining 
nodes. Therefore, at least n — l - f l - | - n — 1 = 2n — 1 
rounds are required to complete polling in KN (see Figure 
1 (ii)). 
(iii) It foUovvs from (i) as Â  > 2" - 2"-i = 2 " - ^ 

Figure 1: Proof of Proposition 2 

Proposition 3 The polling in a complete graph /^2" '« 2n 
roundsreguires2"+2"-3-f [^""3'+^]-1 > 2" - ) - | 2 " - i - l 
messages. 
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Proof. Consider an optimal polling algorithm with root x. 
It will be convenient to think about a; as a pair of vertices 
(a;i,X2) where xi sends messages and X2 receives mes­
sages. Let D denote a directed communication graph con-
structed by the polling algorithm, that is (j/, z) is an are in 
D if a message is sent from y\.o z. Let Lj denote the set of 
nodes that receive a message in the ith round (for example, 
LQ = {a;i}, 1/271 = {3̂ 2}) and set r = [̂ " 3+^]. To estab-
lish the lower bound for the number of messages we prove 
the folloNving lemma. 

Lemma 4 For some n-l<i<n + l, \Li\ > 2"~^ + 
2"~^ + l 

Proof. First observe that due to the requirements of polling 
\Li\ < 2|Lj_i|fori > 2 with the initial conditions |Lo| = 
\Li\ = 1 vvhich gives 

\Li\ < 2 i - l (1) 

Since the polling requirements for sending and receiving 
are symmetrical we can reverse the orientation of the arcs 
ofD to obtain a polling algorithm which sends the message 
from X2 to xi. Consequently 

| - ^2n-2 | .< 2 ' 

Summing over aH 1 < i < n — 2 yields 

n - 2 n - 2 

U Li\ <Y^2'-^ =2"-2_i 

and 

< 2 n - 2 - L 

(2) 

(3) 

(4) 

n - 3 Assume now that for aH n — 1 < i < n + 1, \Li\ < 2 
-—3-ii. Then by (3) and (4) the number of vertices in D 
(counting Xi and X2) is less than 

-)n-3 
2 + 2(2"-^ - 1) + 3(2"--*+ 

+ 1 
) = 2" + 1, 

which is a contradiction as D contains 2" + 1 vertices. 
Therefore, for some n — 1 <i <n + l. 

\LA > 2 n —3 
- i n - a 

+ 
+ 1 

Since |Lj| is an integer,Lemma4 gives that |I/i| > 2""^ + 
r for some i € {n— l,n,n + 1}. The number of messages 
sent by the algorithm is equal to the number of arcs in D 
and so it is enough to prove the follovving lemma. 

Lemma 5 The number ofarcs ofD, e{D) is at least 2" + 
2 " - 3 - | - r - L 

Proof Let i be such that | i i | > 2"~^ + r. Let Di denote 
the subdigraph of D induced by levels Lo,... ,Li and let 

-D2 be the subdigraph induced by levels Li,..., L2„. The 
number of arcs in D is 

e{D) = e{Di)+e{D2), 

where e{Dj) denote the number of arcs in D j {j = 1, 2). 
Since Di and D2 are connected 

e{D^) + e{D2) > (2" + l ) - 2 + | L i | > 2" + 2 " - ^ + r - L 

Thus, the humber of messages sent is at least 2" + 2""^ + 

Next we present the algorithm that completes polling in 
K2<i in 2n rounds and that ušes 2"-|-2""^4-r — l messages. 
The idea is as follows. In the first n — 3 rounds the greedy 
procedure is invol<ed that results in total of 2" — 2"~^ — 1 
nodes covered. The remaining vertices are covered using 
[2-^-i i] paths. More formally, let us define the broad-
casting tree of height n, B{n) as follovvs: B{0) contains 
just one vertex- the root, for n > O, B{n) is obtained from 
B{n — 1) by adding for each vertex v £ V{B{n — 1)) ex-
actly one vertex v' and an edge vv'. Note that the vertices 
of the tree can be grouped into levels, where the zth level 
contains the vertices that are at distance i from the root. 
Then the communication graph can be constructed by the 
following procedure. 

Algorithm 

1. Take two copies of the broadcast tree B{n — 2) of 
height n-2,BmdB'. Let vi, V2,... ,vi,{l = 2"-3) 
denote the leaves of B and v[,v'2,... ,v'i the corre-
sponding leaves of B' (both Vi and v^ correspond to 
the same vertex of B{n — 2)). For every 1 < i < I 
connect Vi with v^ by a path of length four. The result-
ing graph looks as in Figure 2. 

2. Let r _ r2"-^ + l-r To simplify the exposition we 

assume that -—3-^ is an integer. Take r vertices 
uii,... ,Wj. in B that are not leaves and connect Wi 
with the corresponding vertex w[ in B' by a path 
WiXiiX2iX^iw[ which adds three new vertices to the 
graph. Note that, since \V{B)\ = 2"-^ and I = 2 " - ^ 
there are 2"~^ > r internal vertices that can be used 
aswi's. 

3. Map the constructed graph so that the roots of both 
copies of B{n — 2) are mapped to the single vertex-
the root of the netvvork. 

Proposition 6 Graph constructed in steps 1-2 by the above 
algorithm contains 2" + 1 vertices and 2" -)- 4r — 2 edges. 

Proof Since \V{B{n - 2))| = 2""^ the graph constructed 
in the first step contains 2 • 2"~^ + 3 • 2"~^ vertices. In 
the second step, we add 3r vertices which gives total of 
2" + l. Since we are connecting two trees by paths of length 
four, the number of edges after the first step is 2(2"~^ — 
1) + 4 • 2"-3 = 2" - 2. In the second step we add 4r 
edges which gives the total of 2" + 4r - 2. Note that 
2" + 4 r - 2 = 2" + ^ - | . 
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Figure 2: Construction of communication graph 

Figure 3: Polling in the K2^ 

Example 7 IfN = 2^ then r = 2 and the communication 
graph is presented in Figure 3. 

4 Analysis for the n-cube 

In this section we discuss polling primitive in hypercube 
networks. The n-cube Qn is the graph [V, E) such that 
V = {(«1,12 • • • ,*n) : ik € {0,1}} and two vertices 

) and {ji,J2 • • • ,jn) are joined by an edge if 
and only if there is exactly one k such that i^ and j k are dif-
ferent. The number of vertices in the n-cube is 2" and the 
number of edges is n2"'"^. To improve the lower bound 
from previous section, we consider the following graph. 
Take /rzn-i where V{K2''-i) = {1 , . . . , 2 " - 1} and 
let {x + K2^~\)n be the graph obtained from K2^-i by 
adding vertex x, the root and edges betvveen x and i for 
i — l , . . . , n , i.e. with vertex set V{K2'^-i) U {x] and 
edge set E{K2n_i) U {{x, 1}, {a; ,2}, . . . , {x,n}). 

Proposition 8 Let n be an even number Polling in 2n 
rounds in {x + K2"-\)n with the root x recjuires f2" -|-
i 2 " - i + ^ \ / 2 " - |1 messages. 

Proof.ln the process of polling the algorithm constructs a 
layered graph with the fcth level containing the vertices ini-
tiated in the fcth round. It is convenient for our discussion 
to view the root a; as a pair of vertices (a;i, 3:2), where xi 
sends the messages, X2 receives the messages. Denote by 
Gi (1) a graph with vertex set consisting of levels O through 
/ and ali the edges in the communication graph betvveen 
these levels, by G2{1) a graph with vertex set consisting of 
levels 2n — I through 2n and ali the edges in the communi­
cation graph between these levels. 

Figure 4: Construction of communication graph 

Denote by/ii, (/12) theheightof Gi, (6^2) by ^1,(^2) the 
degree of Xi, (3:2). Figure 4 illustrates a possible commu­
nication graph with /ii = 4. Since the degree of the root 
is n we have, di + d2 < n. Let Li denote the set of ver­
tices on the ith level. Then the number of vertices in graph 
G ' i (n -2 ) is 

n - 2 

| y ( G i ( n - 2 ) ) | = : ^ | L , | . 
i=0 

Similarly as in the proofof Proposition 3 we have |Lo| = 1 
and 

\Li\ < T (5) 

for i = 1 , . . . , d] but since after round di, 2;] will not initi-
ate any vertices we have 

\Li\ < 2'-^ _2^-'^i- i 

for i = di - I - 1 , . . . , n — 2. Therefore, 

n-2 n-2 

(6) 

\V{Gi{n-2))\<Y^2'-^- J2 2""^''^ + ! 
i=di+l 

nn — 2 iyn—di~~2 • -i (7) 



THE POLLING PRIMITIVE . Informatica 24 (2000) 211-216 215 

Since the communication in G2 can be vievved as reverse 
polhng procedure, we also have 

|V(G2(n-2) ) | < 2 " - 2 _ 2-^-^2-2 + 1̂  (g) 

The number of vertices in the communication graph is 2" + 
1 and so 

| y ( G i ( n - 2 ) ) | + | y ( G 2 ( n - 2 ) ) | + 

l-t^n-ll + \Ln\ + | in+ l | = 2" + 1 

which gives 

|L„_i| + |L„| + |L„+i| > 2 " - i + 2 " - ' ' ' - 2 + 2"- ' ' ' -2 

Therefore for some n — 1 <i < n + l , 

2"-i + 2""-2(2-''i + 2"''=) - 1 
\U\> 

- 1 . 

(9) 

Consider the function /(^1,^2) = 2~''' + 2'"''2 subject to 
di+ d2 < n. The function is minimized for dy = ^2 = f 
and so we can further estimate the right hand side of (9) 

\Li\> 

on—1 I ejn/2~\ _ 1 
(10) 

The number of messages sent is equal to the number of 
edges in the communication graph which by (10) is at least 

o n - l /2« 4 

Lihks(2) A 

IIH 

Figure 5: The communication graph for the n-cube 

Since Qn is a subgraph of {x + K2^'-i)n we have the 
following corollary. 

Corollary 9 Let n be an even number. Polling in 2n 
rounds in n-dimensional hypercube recjuires [2"+i2""^ + 
gVŽ" — ^1 messages. 

Next, we describe an algorithm that can be used to per-
form polling in an n-cube. In the communication graph, 
we will again make use of B{n) trees described in Section 
2. The algorithm ušes the communication graph from Fig­
ure 5. Thus, the communication graph contains two special 
vertices xi, X2 which correspond to the root. Layer 1 con­
tains one vertex which is the root of Bi, a copy the broad-
cast tree B{n — 2) (upper right box in Figure 5). Layer 2, 
in addition to some vertices of Bi, contains another ver-
tex which is the root of i32. a copy of the broadcast tree 
B{n — 3) (upper left box in Figure 5). The leaves of Bi 
are connected by paths of length 2 (Links(l)) \vith the cor-
responding leaves of another copy of i3(n — 2), i?J (iower 
right box in Figure 5). The leaves of B2 are connected to 
the corresponding leaves of the second copy of B{n — 3), 
B2 (lower left box in Figure 5). The root of B2 is X2 and 
there is one more edge connecting the root of B'2 with X2. 
Thus, technically X2 is on level 2n -f 1. The number of 
layers of the graph is 2n -f 1 and since the broadcasting 
trees observe the polling requirements ali the restrictions 
of the communication model are meat. It remains to show 
that the communication graph can be embedded into the 
n-cube. The n-cube embedding is illustrated in Figure 6. 
Figure 6 contains six boxes A, B, C, L, F, G which corre­
spond to the boxes in Figure 5. Specifically: 

- F consists of two layers: Fl contains x ... a;1110, F2 
contains x.. .a:1010. 

- L is a broadcasting tree of height n — 3 with leaves 
from X ... a;0110, vvhich can be easily constructed. 

G is a broadcasting tree of height n 
from X ... slOOO. 

3 with leaves 

- A is a broadcasting tree of height n — 2 with leaves 
from X ... ccOll. 

- B has only one layer: x ... 2:111. 

- G is a broadcasting tree of height n — 2 with leaves 
from X ... slOl 

Note that the vertices in Fi are connected to the corre­
sponding vertices of F2 as they differ in exactly one posi-
tion (third position from right). Leaves of L can be con­
nected to the leaves of G by paths of length 3 which look 
like a;... a;0110 - a;... a:lllG -x... 2;1010 -x... a;1000. 
Similarly, leaves of A can be connected with leaves of C by 
paths of length 2 vvhich look like a;.. .a;011 —x.. .a; l l l — 
a;...a;101. 

Example 10 The concrete example ofthe embedding into 
5-cube is illustrated in Figure 7. 

Proposition 11 The algorithm terminates in 2n rounds 
andsends 2" -f 3 • 2""'' — 1 messages. 

Proof. Tree B{k) contains 2*̂  — 1 edges and 2''~^ leaves, 
and so the total number of edges used is 
2(2"-2 - 1) -F 2 • 2"-3 + 2(2"-3 - 1) -1- 3 • 2"-^ + 3 
= 2" -h 3 • 2"-' ' - 1. 

file:///vith
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n=5 

10011 

10100 

Figure 6: Embedding Figure 7: The communication scheme for 5-cube 

5 Summary 
We studied the polling problem in networks with complete 
graph and hypercube topologies. For a complete graph on 
2" vertices we showed that the polling primitive requires 
2n rounds. We also shovved that a polling algorithm in a 
complete graph /('2« vvhich terminates in 2n rounds must 
send at least 2" +12"~^ — 1 messages. In addition, we pre-
sented an algorithm which completes polling in 2n rounds 
and sends the optimal number of messages. 

For hypercube networks we established the lower bound 
Qf | - 2 n ^ i 2 n - l ^ l . 2" — | ] for the number of messages 3 ' 6^" 3 
sent in 2n rounds by a polling algorithm and we presented 
an algorithm which ušes 2" + 3 • 2""' ' — 1 messages an 
completes polling in 2n rounds. Note that, unlike in the 
čase of complete graphs, the lower and upper bounds are 
significantly different and it will be interesting to improve 
eitherof them. 
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In recent years tbere has been a dramatic change in business environment resulting in reengineering of 
key business activities and processes. Among otbers, the role of information system (IS) bas significantly 
increased as organisations bave empIoyed information tecbnology (IT) to improve the capture, processing 
and distribution of information. Information became an important asset to the company, which is carefully 
monitored, planned and upraised. Tbe paper presents the results of a survey on tbe strategic IS planning 
practices ofSlovene companies. It bighlights tbe participation, critical success factors and main benefits 
of strategic IS planning. Tbe results s/iovv that comparing to similar studies very lov/ number (50%) ofre-
sponding companies were performing strategic IS planning. It is aiso interesting that in Slovene companies 
the leading initiator is top management (36%) whereas tbe role ofIS management is surprisingly modest 
(23%). Main benefits of strategic IS planning from tbe Slovene business perspective are improved internal 
co-ordination, efficient and effective management ofIS resources and improved productivity. 

1 Introduction 
There are a number of researches focused on identifying 
key IT issues concerning corporate transformation. Tech-
nical progress together with the opening of a global mar-
ket is definitely among the primary factors playing roles in 
modern society. IT is an essential component of a firm's 
strategy in a global market. One of the consequences of re­
cent development in the field of information technology is 
an ongoing process of planning in both the IS and business 
arenas. 

Slovene organizations react very differently to projects 
or attempts at introducing modern IT and renovation of 
business processes, though the purpose is clear: reduction 
of costs, shortening the business cycle, and improvement 
of quality. The difficulties in the public sector are larger 
than those in the private sector. The increased employment 
in the public sector during the past few years has further 
entrenched bureaucracies; the problems of efficiency are 
then most often solved through purchasing computer hard-
ware and software. Moreover, if managers feel the Corpo­
ration they work for is successful at the present time, they 
usually reject the idea of strategic IS planning and renovat-
ing the business. Of course, when a company faces trou-
ble, there never seem to be enough financial or human re­
sources to start such a project. Coping with these problems 
vvhile working on IS renovation projects in the last few 
years, we have noticed (Kovačič, 1999) that IT plays the 
key role in business process renovation and a strong cor-

relation between the quality of IS vvithin an organization, 
and improvement of overall corporate culture and strate-
gies (Lederer, Sethi, 1996). We must also keep in mind 
that an incorrect or inadequate strategic IS planning can 
deliver partial solutions which do not consider the system 
as a whole and are by ali means unsatisfactory. 

Strategic IS planning is the process of identifying a port-
folio of computer-based applications that assists an organ-
isation in executing its business plans and realising its 
business goals (Lederer, Salmela, 1996). Although the 
importance of strategic IS planning is clearly identified 
(Karimi, Gupta, Somers, 1996), (Lederer, Sethi, 1996), 
(Lederer, Salmela, 1996), (Porter, 1985) practical experi-
ence on strategic planning is very scarce. The lack of in­
formation encouraged us to perform a systematic analysis 
of strategic IS planning practices in Slovenia. 

The paper presents the results of a survey on the strategic 
IS planning practices of Slovene companies. It bighlights 
the participation, critical success factors and main benefits 
of strategic IS planning. The results are compared to the 
results of similar studies (Pavri, Ang, 1995), (Teo, Ang, 
Pavri, 1997). Different plače and time of that investigation 
had to be considered. 

2 Methodology 
The purpose of the study was to analyse the strategic IS 
planning practices in Slovenia. The study was performed 
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by the MIS department of the faculty of Economics in 
Ljubljana in 1998 and was based on a questionnaire (can be 
optained from http://www.ef.uni-lj.si/projekti/informatika) 
that was previously developed by Teo, Pavri and Ang 
(Pavri, Ang, 1995), (Teo, Ang, Pavri, 1997). We found the 
coverage of the questionnaire a very good basis for eval-
uation of strategic IS planning situation and was therefore 
left unchanged in order to made the comparison of the re-
suits between present and Teo et aVs study feasible. The 
questionnaire was sent to IS executives in severa! Slovene 
organizations which were asked to provide Information by 
answering the questions on the following subjects: organi-
zation of the MIS departments, the state of IS, the use of 
new concepts and technologies in the development of IS, 
databases, data warehouses and IS strategic planning. 

The answers to the first section provided general Infor­
mation about the company, its structure and general state 
of the IS, second part provided Information about the archi-
tecture of IS and the underlying technology. The focus of 
the third section was the state of databases and data ware-
houses and the last part of the questionnaire investigated 
IS strategic planning. We are planning to repeat the sur-
vey every two years which will help us compare the results 
and observe current trends in Slovene organizations over a 
longer timeframe. 

After eliminating the missing and illogical answers, we 
got the total number of answers to aH the four parts of the 
questionnaire (181 to the first part, 175 to the second part, 
166 to the third and 131 to the last part). Table 1 shows 
the structure of the organizations according to its activities. 
The activities in the category other is of a different kind 
such us Consulting, transport, IT, catering, tourism, health 
Service, government, telecommunications. 

This paper focuses only on the IS strategic planning part 
of the questionnaire which covers the following topics: 

- The participation in strategic IS planning 

- The strategic IS planning critical success factors 

- The benefits of strategic IS planning 

- Company and MIS department degree of maturity 

- Other relevant IS planning data (e.g. planning 
methodology, corporate and IS plans alignment). 

3 Results 
The study involved 450 large Slovene companies from a 
wide range of Industries. The size of the companies was 
defined according to the number of employees and the rev-
enues in 1997 (Slovene Corporate Law, 1993). A company 
classified as large when met both criteria: more than 250 
employees and the revenues over 4 million USD. A total 
of 131 useful returns to the IS planning part were obtained, 
representing the database on strategic IS planning practices 
in Slovenia. The rate of the return was 29% and is com-
parable with the similar studies (Karimi, Gupta, Somers, 

1996), (Lederer, Sethi, 1996), (Pavri, Ang, 1995), (Teo, 
Ang, Pavri, 1997), (Torkzadeh, Xia, 1992) conducted in 
the past where the rate of the return reached 21%, 24%, 
22%, 20% and 23% respectivelly. Considering the length 
(21 pages) and compIexity of open and closed questions, 
the number of useful returns is quite encouraging and is 
showing that strategic IS planning is becoming more and 
more important in Slovenia. 

Analysis of the returned questionnaires shows that 66 
(over 50%) of the responding companies were performing 
some form of IS planning process. As can be seen from 
Table 2, the relationship in Teo et alFs study was better 
since 63% of companies have implemented some form of 
IS planning process. This is especially worrying since Teo 
et aPs study was performed two years earlier. 

Since we are planning to repeat this study every t\vo 
years it is going to be very interesting to observe how the 
IS strategic planning process in Slovenia will develop. 

3.1 IS strategic plan/corporate plan 
As has already been presented in the past, the key to the 
success of the strategic IS planning process is in corpo­
rate and strategic IS plan alignment (Clarke, 1992), (Led­
erer, Sethi, 1996), (Lederer, Salmela, 1996). Although the 
rate of companies conducting the strategic IS planning in 
Slovenia is much lower that the one in Singapore, it is sur-
prising that corporate and strategic IS plans are aligned in 
much higher rate (92.4% compared to Teo et aPs 79.3%) as 
shown on Table 3. 

Furthermore, in majority of companies (96.9% in the 
present study, 93.1% Teo et aFs), the IS strategic plan de-
velopers show a high level of awareness of corporate objec-
tives. Such results suggest that those companies that per-
form strategic IS planning realise the importance of corpo­
rate and strategic IS plan alignment as the key to the suc-
cessful role of IT in business environment. 

3.2 Planning methodologies/participants in 
IS planning 

Table 4 shows the comparison of the planning methodolo-
gies used by companies. Of the 65 respondents, 39 (60% 
compared to Teo et aFs 69%) stated that they used a com-
bination of top-bottom and bottom-up planning methodolo-
gies. In addition, 24 respondents (36.9% compared to Teo 
et aFs 19%) used top-down planning approach. This re-
sult suggests that combination of methodologies prevails 
as most usual IS planning methodology, enabling synergy 
of business and user involvement. Dissimilar to Teo et aFs 
finding our results suggest that top-down approach is more 
widely used in Slovenia. This indicates that IS planning 
in Slovenia is stili traditionally oriented process in which 
management plays very important role. Table 5 shovvs the 
portfolio of participants involved in strategic IS planning 
in which top and MIS management plays the predominant 
role (on the scale from 1 to 5, 2.92 and 2.43 respectively 
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Business activity 

Manufacturing 
Commerce 
Finance and insurance 
Mixed 
Other 

Number 

75 
31 
13 
7 
55 

Percentage 

41% 
17% 
7% 
4% 
30% 

Table 1: Structure of organizations based on business activity 

IS strategic plan 

Existing 
Non-existing 

Present study 
Number Percentage 

66 50.4% 
65 49.6% 

Rank 

1 
2 

Number 

58 
34 

Teo et al. 
Percentage 

63.0% 
37.0% 

Rank 

1 
2 

Table 2: IS strategic plan implementation 

in the present study compared to Teo et aFs 3.79 and 3.36) 
comparing to users involvement (1.55 compared to Teo et 
al's 2.8). 

Comparing strategic IS planning methodologies and par-
ticipants we can conclude that combination of both top-
bottom and bottom-up planning methodologies is stili pre-
vailing. High involvement of top and MIS management and 
significant lack of users participation results in high rate of 
top-down approach. 

3.3 Critical success factors 

Among 10 critical success factors listed, first 4 in our study 
were related to importance of management involvement 
and support as well as human resources related issues. 

Getting top management support for the planning efforts 
(4.83 in the present study, 4.69 Teo et al) with having a 
clear-cut corporate plan guide IS planning efforts (4.52 in 
the present study, 4.41 Teo et al) represent the key drivers 
for successful strategic IS planning in the literature (Clarke, 
1992), (Karimi, Gupta, Somers, 1996), (Lederer, Sethi, 
1996). 

The ability to obtain sufficient qualified personnel ranks 
as the second most important critical success factor in 
strategical IS planning personnel in Slovenia (4.59 in the 
present study, 4.22 Teo et al). We believe that the reason for 
this deviation is a significant shortage of qualified resources 
to support increasing evolution and spread of Information 
technology. 

The fourth most important critical success factor is good 
user-lS relationships (4.38 in the present study, 4.22 Teo 
et al). This relationship is crucial for achieving the strate­
gic objectives. Users and IS staff shouid act as partners 
in meeting the strategic objectives which vvould lead the 
company to operational excellence as already proved in 
the past (Karimi, Gupta, Somers, 1996), (Lederer, Sethi, 
1996), (Lederer, Salmela, 1996), (Porter, 1985). Other suc­

cess factors (see table 6) are mainly planning related (i.e. 
time management, environmental changes, planning pro­
cedure, etc). 

3.4 Benefits/satisfaction with strategic IS 
plan 

According to the results shown in Table 7, companies 
highly appreciate the benefits from strategic IS planning 
process (on a scale from 1 to 5, ali benefits were rated with 
a mean of 3.89 or higher). The most important benefits 
were in both studies improved internal co-ordination (4.57 
in the present study, 4.07 Teo et al), efficient and effective 
management of IS resources (4.45 in the present study, 4.05 
Teo et al) and improved productivity (4.37 in the present 
study, 4.09 Teo et al). It is also interesting to observe that 
respondents value internal benefits more than external. The 
possible reason is that internal benefits are easily recog-
nised whereas external are not clearly defined. 

A comparison of the two studies reveals that although 
the most important benefits match, they were ranked dif-
ferently. Improved productivity, which was the most im­
portant benefit in Teo et aFs study ranked only third in 
the present study. This is somehow interesting since im­
proved productivity is historically the most important ben­
efit from strategic IS planning process (Davenport, Linder, 
1994), (Karimi, Gupta, Somers, 1996), (Lederer, Salmela, 
1996), (Porter, 1985), (Torkzadeh, Xia, 1992), that was in 
the present study clearly underscored (10 respondents rated 
improved productivity below semi-beneficial). This indi-
cates that many Slovene executives perhaps stili do not un-
derstand the strategic role and benefits of IS. The change of 
traditional thinking using IS for internal co-ordination and 
efficient and effective management support will have to be 
changed to improve productivity as well as external bene­
fits. The first step to achieve this change shouid be a part 
of strategic IS planning process. 
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IS strategic plan allignment 

Alligned 
Not-alligned 
Corporate plan non-existing 

Present study 
Number Percentage Rank 

61 
2 
3 

92.4% 
3.0% 
4.5% 

Number 

46 
12 
O 

Teo et al. 
Percentage 

79.3% 
20.7% 
0.0% 

Rank 

1 
2 
3 

Table 3: Corporate and strategic IS plan alignment 

Planning methodologies 

Bottom-up 
Top-down 
Combination of above 
No ansvver 
Total 

Number 

2 
24 
39 
0 
65 

Present study 
Percentage 

3.1% 
36.9% 
60.0% 
0.0% 

100.0% 

Rank 

3 
2 
1 
4 

Number 

7 
11 
40 
0 
58 

Teo et al. 
Percentage 

12.1% 
19.0% 
69.0% 
0.0% 

100.0% 

Rank 

3 
2 
1 
4 

Table 4: IS planning methodologies 

Similarly to highly appreciated benefits from strategic 
IS planning process, the satisfaction with strategic IS plan 
also ranked high. Over 98 percent of respondents rated the 
satisfaction with their strategic plan above average. 

3.5 Initiation of strategic IS planning 
process 

The results presented in Table 8 show that initiators of 
strategic IS planning process vary significantly betvveen 
Slovenia and Singapore. Whereas Teo at aFs study shows 
natural rank of initiators (41.4% IS management; 25.9% 
top, IS and line management; 12.1% top and IS man­
agement), present study reveals that in Slovenia the most 
important initiator of strategic IS planning process is top 
management (35.9%), follovved by top and IS management 
(28.1%) and IS management (23.4%). 

The responses regarding the initiation of strategic IS 
planning process confirmed that in Slovenia IS planning 
is stili traditionally oriented process in which top manage­
ment plays very important role. This is very surprising 
since we would expect IS management to significantly add 
value to the strategic IS planning due to it's expertise. 

It is also very revealing to note that top, IS and line man­
agement does not take joint initiation in Slovenian compa-
nies. In fact, joint management initiation rated last with 
only 3.1% in contrast vvith 25.9% in Teo et aPs study. 

3.6 Evaluating IS function 

It is interesting to observe that among 66 companies that 
practised strategic IS planning process, only 15 (23.1%) 
have objective measures of IS contributions to productiv-
ity, although 95% of respondents rated the importance of 
developing such measures with 3 or higher on a scale from 

1 to 5. This result is in line with Teo et aPs result that 
shows 24% respondents have objective measures and 98% 
rated the importance 3 or higher. 

The lack of objective measures of IS contributions to 
productivity is also connected to benefits from strategic IS 
planning. Since very few respondents have objective mea­
sures of IS contributions to productivity there is no mech-
anism to measure the impact on productivity of business 
processes resulting in poorrating of improved productivity 
as a benefit from strategic IS planning (Table 7). 

Nevertheless, results shovv that the importance is recog-
nised by the companies, but not yet implemented in prac-
tise. It is going to be very interesting to see how this subject 
is going to develop in the future since the impact of Infor­
mation technology on productivity remains an important 
benefit. 

3.7 Company's degree of maturity 

The company's degree of maturity has been evaluated 
through long range business planning, capital allocation 
and objective setting. It is very encouraging that 84.6% of 
responding companies perform long range business plan­
ning in either more tactical than strategic (47.7%) or clearly 
strategic nature (36.9%). 

Financial aspect of the capital allocation is significant 
since 95.4% of respondents have set capital allocation cri-
teria. Out of these 64.6% of respondents perform rigorous 
financial analysis vvith (33.8%) or without (30.8%) post au-
dit. This results shovv that most companies perform serious 
financial analysis as a part of their planning process. 

In čase of clear objective setting, our study shovvs that 
the majority of respondents set the objectives (93.8%). 
It is interesting that there is a spread of only 12.3% be-
tvveen the top three objective settings; highly targeted in-
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Participants (scale from 0 to 3) 

MIS managers 
Top managers 
System analysts (developers) 
Non-MIS managers 
Consultants 
Computer systems programmer 
Computer operations personnel 
Users 
Vendors 

Number 

64 
65 
55 
63 
62 
62 
57 
64 
58 

Present study 
Mean 

2.92 
2.43 
2.20 
2.02 
1.92 
1.77 
1.56 
1.55 
1.36 

S.D. 

0.32 
0.76 
0.86 
0.85 
1.05 
0.99 
0.94 
0.90 
1.03 

Rank 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Mean 

3.79 
3.36 
2.75 
2.58 
1.89 
2.29 
2.05 
2.80 
2.02 

Teo et al. 
S.D. 

0.59 
0.74 
0.88 
0.84 
0.92 
1.02 
0.91 
0.80 
0.86 

Rank 

1 
2 
4 
5 
9 
6 
7 
3 
8 

Table 5: Participants in IS planning 

dividual objectives with strong follow-up directly affecting 
compensation (32.3%), only generalised individual objec­
tives (24.6%) and highly targeted individual objectives with 
strong follow-up (20%). This indicates that there is a wide 
variety of objective setting practises currently in plače in 
Slovene companies leading us to a conclusion that this area 
should be better focused on and improved in the future. 

3.8 MIS departmenfs state of maturity 
The MIS departmenfs state of maturity has been evaluated 
through Computer operations, system development, user in-
volvement and feasibility assessment. The study shows that 
14.8% of respondents stated that users are dissatisfied with 
the timeline and accuracy of computer operations. That is 
clearly a number that is not to be overlooked and computer 
operations should be the area where MIS departments must 
improve. One reason for dissatisfaction couid be that ex-
tent of users participating in strategic IS planning is very 
Iow (1.55 in Table 5) although one of the most important 
critical factors in strategic IS planning is good user-IS rela-
tionships (4.38 in Table 6). 

System development and users involvement parts of the 
questionnaire are possibly the most questionable in terms 
of data quality since our respondents are from the IS de-
partment. The study nevertheless shovvs that in the majority 
of respondents users are very confident of the MIS group's 
ability to consistently deliver major systems approximately 
on tirne, within budget and meeting specifications (66.2%) 
as well that users are involved only as much as neces-
sary to define the system specifications and to implement 
it (63.1%), we must not forget that the questionnaire was 
fiiled in by IS executives. Ratings of IS department on MIS 
performance and users involvement might therefore be bi-
ased. 

In čase of feasibility assessment it is very surprising to 
note that in 24.6% of companies no formal standard for 
assessing the feasibility of proposed major systems devel­
opment projects exists. Feasibility studies are nevertheless 
performed in 75.4% of companies. This share should in-
crease in the future since resource management is becom-

ing of vital importance in today's business environment. 

4 Conclusions 
Although the importance of strategic IS planning is clearly 
identified, the study shovvs that a moderate number (50.4%) 
of Slovene companies are involved in strategic IS planning. 
This is surprisingly low if we take into consideration that 
Teo et aPs study reveals 63% of Singapore companies were 
performing strategic IS planning in 1996. 

On the other hand, it is encouraging that those com­
panies that perform strategic IS planning have corporate 
and strategic plans aligned (92.4%), enabling them to meet 
overali business plans and goals. The study also shovvs 
that strategic IS planning in Slovenia is stili traditionally 
oriented process in which top management plays an im­
portant roie since top managers are the key initiators and 
participants in IS planning in which top-down approach is 
broadly used. This is very surprising since we vvould expect 
the role of IS management to be significant due to their ex-
pert knovvledge and experience. On top of the sometimes 
diminished role of IS management, the study shovvs that 
14.8% of respondents stated users are dissatisfied with the 
timeline and accuracy of computer operations. This indi­
cates that apart from underperforming role of IS manage­
ment, users involvement in a strategic IS planning is also 
insufficient (users participation ranked last in the present 
study), although good user-IS relationship is one of the key 
success factors in strategic IS planning. 

Overali strategic IS planning process is stili one of the 
key business activities vvhere Slovene companies will have 
to improve in order to be able to effectively participate on 
the overali globa! market of the Information era. 
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Critical success factors 
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Benefits from strategic IS planning process 
(scale from 0 to 5) 

Improved internal coordination 
Efficient and effective management of 
IS resources 
Improved productivity 
Improved quality in products/services 
Improved competitive position 
Sound technology path and policies 
Larger market share 
Greater ability to meet changes 
in the industry 

Number 

65 
65 

65 
65 
64 
65 
63 
62 

Present 
Mean 

4.57 
4.45 

4.37 
4.23 
4.16 
3.97 
3.90 
3.89 

study 
S.D. 

0.63 
0.66 

0.81 
0.87 
0.91 
0.80 
1.00 
1.11 

Rank 

1 
2 

3 
4 
5 
6 
7 
8 

Mean 

4.07 
4.05 

4.09 
3.88 
4.00 
3.70 
3.30 
3.89 

Teo et al. 
S.D. 

0.71 
0.59 

0.64 
0.69 
0.81 
0.63 
0.91 
0.76 

Rank 

2 
3 

1 
6 
4 
7 
8 
5 

Table 7: Benefits from strategic IS planning process 

Initiated by 

Top management 
Top and IS management 
IS management 
IS and line management 
Line (or functional) management 
Top, IS and line management 
Missing data 

Number 

23 
18 
15 
3 
2 
2 
1 

Present study 
Percentage 

35.9% 
28.1% 
23.4% 
4.7% 
3.1% 
3.1% 
1.6% 

Rank 

1 
2 
3 
4 
5 
5 
7 

Number 

5 
7 

24 
3 
0 
15 
4 

Teo et al. 
Percentage 

8.6% 
12.1% 
41.4% 
5.2% 
0.0% 
25.9% 
6.9% 

Rank 

4 
3 
1 
6 
7 
2 
5 

Table 8: Initiators of strategic IS planning process 

Degree of maturity 

Long range business planning 
No formal long-range business plan 
Mostly financial and headcount projections 
More tactical than strategic 
Clearly strategic in nature 

Capital allocation 
No formal capital allocation criteria 
Formal document stating purpose and level of investment, 
but no financial measure of attractiveness 
Rigorous financial analysis for ali major expenditures 
but no post audit 
Rigorous financial analysis with post audit 

Objective settlng 
No formal setting of individual objectives 
Only generalized individual objective are set 
Highly targeted individual objectives are set 
but no formal follow-up or appraisal of results 
Highly targeted individual objectives vvith strong 
Highly targeted individual objectives with strong 
direcdy affecting compensation 

follow-up 
follow-up 

Number 

3 
7 
31 
24 

3 
20 

20 

22 

4 
16 
11 

13 
21 

Percentage 

4.6% 
10.8% 
47.7% 
36.9% 

4.6% 
30.8% 

30.8% 

33.8% 

6.2% 
24.6% 
16.9% 

20.0% 
32.3% 

Table 9: Company's degree of maturity 
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Stage of maturity 

Computer operations 
Users are dissatisfied with the timeline and accuracy of 
Computer operations 
Users are generally satisfied with timelines and accuracy of 
Computer operations but no formal production statistics are 
communicated to them 
Production control has been formalized, production objectives 
are set and performance versus plan is communicated to users 
on a regular basis 

Systems developinent 
No formal standard for systems deveiopment exists 
Users have little confidence in the MIS group's ability to deliver 
major systems on tirne, within budget and meeting specifications 
Users are very confident of the MIS group's ability to consistently 
deliver major systems approximately on time, within budget and 
meeting specifications 

Users Involvement 
Users are rarely involved in the systems deveiopment process 
Users are involved only as much as necessary to define 
the system specifications and to implement it 
Users are actively involved in ali phases of the system 
deveiopment process and often manage the project team 

Feasibility assessment 
No formal standard for assessing the feasibility of proposed 
major systems deveiopment project exists 
Feasibility assessments are wel] defined and required for 
ali proposed major system deveiopment project but no 
post-implementation audit 
Feasibility assessments are well defined and required for 
aH proposed major system deveiopment projects and follovved 
by post-implementation audits 

Number 

9 

26 

26 

8 
14 

43 

2 
41 

22 

16 

15 

34 

Percentage 

14.8% 

42.6% 

42.6% 

12.3% 
21.5% 

66.2% 

3.1% 
63.1% 

33.8% 

24.6% 

23.1% 

52.3% 

Table 10: MIS department's state of maturity 
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In tbis paper, we survey some ofthe recent developments in application modeling and concurrency control 
in Active DBMS (ADBMS). We Hrst review the evolution of Active DBMS and different application areas 
of ADBMSs. Application modeling technigues for ADBMS applications have been surveyed after that. 
Then we discuss about the execution modeling and concuiTency control in active DBMS - which is one of 
the most challenging areas in active database researcb. Several important active database research projects 
are also reviewed with mention of their contributions and carrent research directions pointed out by these 
projects. 

1 Introduction 

Databases are traditionaIly seen as passive repositories of 
facts. Actions performed on the database are insertion, re-
arrangement, modification and retrieval of data. The role 
played by a database is similar to that played by a book­
shelf. We do not expect the bookshelf to reject an un-
suitable book. Similarly we do not expect databases to 
do autonomous work, such as actively constraining their 
contents, based on environmental cues. This passive view 
of databases affects the way we think of interacting with 
them, the jobs for which we use them, and the way we de­
sign systems containing them. 

This traditional perspective is insufficient for many 
applications such as computer integrated manufacturing 
(CIM), Office workflow control, process control, stock con­
trol, battle management, network management etc, which 
require timely response to critical situations. For time-
constrained applications, it is important to monitor condi-
tions defined on the states of the database, and then once 
these conditions are satisfied, to invoke specified actions, 
subject to some timing constraints. For example, inventory 
control in an automated factory may require that the avail-
able quantity (stock) of each item be monitored; if the stock 
for some item falls below a threshold, then a reorder proce­
dure has to be initiated before the end of one working day. 
In a situation assessinent application which requires var-
ious targets to be tracked, if a target is discovered within 
a critical distance, then an alert message may have.to be 
displayed on the commander's screen with the highest pri-
ority. The passive DBMSs are not equipped to deal with 
applications requiring such autonomous actions. 

An Active DBMS [62] (ADBMS hereafter) is a database 
system that incorporates user-definable responsive compo-
nents vvhich can autonomously execute actions affecting 

both the database and the external environment. It attempts 
to ensure both modularity and timely response. To achieve 
these objectives, often event-driven production rules are in-
corporated into the databases. These rules are triggered 
by database operations and perform suitable actions. Sit­
uations, actions and timing requirements are ali specified 
declaratively to the system using the rules. The system 
monitors the database state, triggers appropriate actions 
vvhen certain situations become true, and schedules tasks 
to meet the timing requirements without user or applica­
tion intervention. 

1.1 Evolution of Active DBMSs 

Initial attempts to unite rule functionalities with the 
databases involved interfacing databases and expert sys-
tems [192]. Such an interfacing approacli, while useful 
in some applications, has encountered several major prob-
lems: 

- The interface is a barrier. Since expert system rules 
are separated from the database, event detection of 
database events and rule optimization is much more 
difficult. 

- Time cost of interface. The interface can introduce a 
significant performance penalty in tirne. 

- Data stnicture mismatch. Expert system rules are 
instance oriented but database languages are set ori­
ented. 

- Rule execution mismatch. Expert system rules of­
ten execute using either forvvard or backvvard chain-
ing, event driven rules typically execute using forward 
chaining. 
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An approach to overcoming these problems is to integrale 
rule functionalities fully into the database itself, resulting 
in an Active DBMS. Rules are defined using database lan­
guages, and are executed by the database runtime system. 
Such an integrated approach is highly desirable, since it 
removes the interface barrier and its cost. Full integration, 
implies harmonizing rule functionality with the services al-
ready promised by the database to its users. These services 
include: 

- Persistence of data between executions. 

- Safe concurrent access to data. 

- Data independence. 

- Efficient access through multiple indices. 

- Uniform associative access language. 

- Protection against hard and soft failures. 

- Schematic organization. 

- Logically centralized data. 

- Security. 

- Automated integrity enforcement. 

In an active database, each database service must be care-
fully reconsidered, and perhaps redefined. For example, 

- Transactions containing rules can spawn and sig­
nal subtransactions by triggering rules. Streams 
of long running inter-communicating hierarchically 
structured transactions could be constructed this way. 
This suggests the need for a new transaction frame-
work for handling communicating transactions. 

- User transactions should not see data inconsistencies 
due to concurrently executing rule actions. Rule ac-
tions must be integrated into the concurrency control 
framevvork of the database. 

- Rule actions (trigger expressions, predicates) must be 
integrated with existing database languages, so the 
user sees a single mode of data access. 

Although the rules and rule processing have been ex-
tensively investigated in the expert systems and deductive 
database literature, there are some important differences in 
the semantics of rules in active databases and steps to be 
taken for rule processing in such an environment. Some of 
these issues are discussed below. 

1. The rules in active databases are event driven and 
are typically invoked by operations or state changes 
caused by a transaction. 

2. Multiple rules may be eligible for execution and hence 
their (concurrent) execution needs to be consistent 
vvith the semantics used for transaction execution. 

3. As active capability is intended as a uniform mech-
anism for supporting several database functionalities 
(e.g. integrity constraints, view materialization), the 
rules are treated as any other shared data and are man-
aged by the system. 

Based on application requirements, the events to be mon-
itored can be categorized into the following: 

- Database events : typically insert, delete, and modify 
operations in a relational DBMS or method invoca-
tions in an object-oriented DBMS. 

- Temporal events : typically absolute, relative events. 

- Abstract or extenial events : events that are detected 
outside the scope of the DBMS; the condition-action 
portion of the rule is processed by the DBMS. 

Active capabilities in DBMSs can be traced back to the 
ON conditions of CODASVL [1]. Triggers were proposed 
in System R [78,79] as a mechanism for enforcing integrity 
constraints (or "assertions"). The use of triggers for main-
taining materialized views, snapshots, derived attribute val-
ues, and some algorithms for implementing them have been 
described in [34, 141, 168, 155, 22, 125, 151, 113]. The 
term "active database" was coined in [155] to describe a 
system that supports automatic updates of views and de­
rived data as base data are updated. Simple triggers (where 
the triggering conditions involve only a single relation) are 
supported by some current commercial relational DBMSs 
(e.g. [61]). Time triggers, where the triggering condi-
tion is a point in time (e.g. at 2:00:00 on 5/2/1998), have 
been used for office system applications in [205, 15]. In 
[80, 183], Stonebraker et. al. have pointed out the util-
ity of production rules (i.e. situation-action) as a unify-
ing mechanism for integrity control, access control and 
view processing, and for supporting inference via forward 
and backward chaining. Of course, the Al community has 
long been using production rules [85], actors [123], dae-
mons, active objects [23], and procedural attachment of 
slots of frames [154,23] for "active" knovvledge representa-
tion and inference mechanisms. However, these represen-
tations and their implementations assume small number of 
objects (rules, facts) stored in the main (or virtual) memory, 
not in a large database on secondary storage. Also, they 
typically assume a single thread of execution, and hence 
do not provide any concurrency control over shared objects 
(as DBMSs do). 

In recent years several active database systems have been 
designed and some have been implemented. Three early 
active database systems are Ariel [119], the second ver-
sion Df the POSTGRES rule system (PRS-II) [188], and 
Chimera [39, 40, 86]. Ariel has a rule language and execu-
tion semantics based closely on the expert system 0PS5 
[28], and incorporates a production rule language origi­
nal ly designed for expert systems. The Ariel project has 
focused on the design of an 0PS5-like rule language for 
database setting, and on methods for highly efficient rule 
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condition testing using a variations of Rete and TREAT 
algorithms designed for OPS5 [196]. The Ariel rule lan-
guage is fully implemented using Exodus database toolkit 
[119]. ThePOSTGRES rule system, sometimes referred to 
as PRS-II to distinguish it from an earlier proposal [186], 
focuses on both the language and impjementation of sev­
era! different classes of rules, each appropriate for a partic-
ular suite of applications. The Chimera system combines 
object-oriented, deductive, and active database technology. 
The first prototype of Chimera has also been implemented, 
empIoying some techniques adapted from Starburst [39]. 
Two other relational active database projects are DATEX 
[25] and DIPS [175]. These projects implement 0PS5 rule 
language using an underlying database system and special 
indexing technique to support efficient processing of large 
rules and data sets. The PARADISER project also ušes a 
database system for efficient processing of expert system 
rules. PARADISER, in addition, focused on distributed 
and parallel rule processing [68]. RPL (for Relational Pro-
duction Language) was an early project in relational active 
database system. RPL includes an 0PS5-like rule language 
based on relational queries. In a prototype implementation 
of RPL rule processing is loosely coupled to a commer-
cial relational DBMS [67]. The Alert project explores how 
active rules can be supported on top of a passive database 
system with minimal extensions [174]. Finally, Heracli-
tus [108] is a relational database programming language 
with delta relations as first-class objects; a primary goal of 
the Heraclitus language is to simulate and support active 
rule processing [108]. 

Beginning with an early project HiPAC [63] several re-
cent efforts (including Chimera) have considered active 
object-oriented database systems. HiPAC was a pioneering 
project in the area of active object oriented database sys-
tems. HiPAC includes a very powerful rule language for 
an object oriented data model, a flexible execution seman-
tics, and several main-memory experimental prototypes 
[63]. Other recent active object oriented database projects 
are Ode [6, 99], Sentinel [U, 47], REACH [32, 24, 31], 
SAMOS [98, 97], ADAM [71, 69]. 

Though "active functionality" has been claimed for 
many database systems, it should be clear which function-
alities a database management should support in order to 
legitimately considered as an active database management 
system. Thus, in [72], a rulebase of active database fea-
tures has been provided. Here, it has been distinguished 
betvveen mandatory features that are needed to qualify as 
an active database system, and desired features which are 
niče to have. Also, in [72], a set of application classes 
for ADBMS applications and the corresponding subset of 
functionalities needed for each of these application class 
has been identified. 

In this paper, several important research areas in active 
database are surveyed. We begin with a brief discussion on 
some of the important application areas of active databases, 
e.g. constraint and integrity management, workflow man­
agement, cooperative problem solving etc. One important 

research area lacking focus, in spite of the apparent popu-
larity of ADBMSs, is the development of a suitable appli­
cation modeling techniques for active DBMS. We review 
some important works on application modeling on pas­
sive DBMS first. Then we discuss how these works have 
been transformed with the advent of object oriented model­
ing, which gives better modeling power in the presence of 
changing requirements, vvhich are to a large extent due to 
the changes in the business environment. However, it has 
been realized that a more intuitive way to describe business 
policies is in terms of rules, which is the basic backbone of 
active DBMS. New modeling techniques which are com-
ing up for developing active DBMS applications have been 
discussed. 

One of the important areas of research in ADBMS is 
the execution modeling of active DBMS transactions. The 
different extended transaction models have been used for 
ADBMS transaction modeling and execution modeling. 
Variation of the existing extended transaction models have 
been used to develop the concurrency control algorithms 
for event driven execution of ADBMS transacdons. We 
give an extensive revievv of the execution model and con-
currency control algorithms for ADBMS. transactions in 
this paper. 

To make this paper complete, we discuss the major 
projects that have been carried out in ADBMS and current 
research directions investigated by these projects. Several 
prototype active database systems are being or have already 
been developed. The underlying data models used in these 
databases are mostly relational or object oriented. To cap-
ture the execution semantics, most of these systems have 
adopted the rule based approach. We first discuss relational 
active database projects and the research directions inves­
tigated in this projects. Afterwards the projects on Active 
Object Database Systems (AODBMS) and their research 
directions are revievved. 

This paper is organized as follovvs. In section 2, we dis­
cuss the rules in active database systems. In section 3, we 
give the application areas of active databases. The research 
issues lead by these advanced applications of ADBMS 
are presented in section 4. Section 5 gives the survey 
of reported work in the area of application modeling in 
ADBMS. The work on execution modeling and concur-
rency control of active database transactions has been re-
vievved in section 6. Important projects on active RDBMS 
and active ODBMS and the research directions pointed out 
by these projects are reviewed in section 7 and section 8 
respectively. 

2 Rules in Active Database System 
A consensus seems to be emerging among the database 
community about the elemental components of a rule used 
for supporting active functionality. These components are 
an event expression, one or more conditions, an action, and 
a set of attributes. A rule with these components is called an 
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Event-Condition-Action rule or ECA rule [63]. The com-
ponents of a rule are usually packaged in three different 
formats: 

1. EC-A where only the action and the condition are 
specified (events are implicit) 

2. E-CA where condition and action are specified to-
gether, event is specified explicitly and 

3. E-C-A where ali three components are explicitly spec­
ified. 

In Sybase [3] and Interbase [2], a rule is composed of an 
event part and an action part (format 2). The action part is 
a transaction, i.e. a sequence of Transact-SQL statements 
in Sybase or a sequence of GDML statements in Interbase. 
The condition part is encoded as part of the action. ETM 
(Event Trigger Mechanism [146]) also ušes the same for­
mat. On the other hand, Postgres [184], Starburst [201], 
and HIPAC [64] have separate event, condition and action 
parts (format 3). An extension of the above scheme in-
cludes a contingency action to replace the specified action 
when the action cannot be completed within a specified 
deadline [64]. Production rule systems (e.g. the expert sys-
tem 0PS5) typically use the first format. 

For example, the following Starburst rule aborts the 
transaction whenever the average of updated employee 
salary exceeds 100: 

define rule AverageTooBig 
on update to Employee.salary [<=Event Part} 
if ((select avg(salary) from new-updated) > 100) 
[^Condition Part] 
then roUback [<=Action Part] 

The rule AverageTooBig is specified in the third format, 
where separate event, condition and action can be specified. 

2.1 Rules in Commerclal RDBIMS Systems 
and SQL3 

Most commercial relational database management systems 
(RDBMS) support active database rules, referred to as trig­
gers. These RDBMSs suffer from the follovving shortcom-
ings: 

1. These RDBMSs lack standardization in their syntax 
and semantics of trigger. Thus applications written 
using triggering facilities become unportable. 

2. These product don't have a clearly defined execution 
semantics. 

3. Lack of advanced active database features like event 
composition, binding of events to condition and con­
dition to action, coupling mode of rules and paral-
lelism in rule execution, application specific events 
etc. 

4. Most of the time these products have a limitation on 
the number of triggers that may be defined, or on the 
interaction betvveen the triggers. 

In this subsection, we discuss in brief the active facility in 
the prevalent commercial relational database system like 
Oracle, Sybase, Ingres and Informix. To provide a more 
consistent support for active mechanisms in relational sys-
tems, assertions and triggers are included in the emerging 
SQL-3 standard [200]. Thus we start our discussion with 
SQL-3, to see what standard bodies are doing in this area. 

2.1.1 Active features in SQL3 

SQL-3 standard (which later became SQL99) support 
active functionalities by means of (a) assertions and 
(b)triggers[148]. 

Assertions in SQL-3: The SQL-3 assertion facilitates 
for checking specific constraints (on a table) during the 
transaction execution. The constraint can be arbitrary SQL 
predicate and the assertion is satisfied if the constraint eval-
uates to true. The constraint is evaluated when explicit as­
sertion events occurs. The assertion events may be trans-
actional events (e.g. "BEFORE COMMIT") or data mod-
ification events (e.g. insert/delete/update on a table). The 
granularity of constraint evaluation can be tuple-level, i.e., 
the condition is evaluated for each tuple of the specified 
table. Otherwise, granularity of evaluation is statement-
level, i.e., the condition is evaluated exactly once for the 
entire table. A constraint's evaluation may be iminediate if 
the constraint is evaluated after every SQL statement that 
may affect the constraint or it may be deferred if constraint 
checking is not performed until the commit point of a trans­
action. 

Triggers in SQL-3: SQL-3 follows the active database 
ECA paradigm. The event is the monitored database oper-
ation, the condition is an arbitrary SQL predicate, and the 
action is a sequence of SQL procedure statements. These 
procedure statements are executed iff the event occurs and 
the condition evaluates to true. Like assertion in SQL-3 
standard, trigger facility supports both row-level triggers 
(vvith a transition granularity of tuple) and statement-level 
triggers (with a transition granularity of set). Statement-
level triggers are executed once in response to an update 
operation on a table, no matter how many tuples are af-
fected by the update. In the condition and the action part of 
a trigger, references to values of the tuple/table before and 
after the execution of trigger are also available. However, 
perhaps the most important feature of the SQL-3 standard 
is that it makes explicit hov/ triggers are to interact with 
other features found in relational databases, and in partic-
ular, declarative integrity-checking mechanisms. For ex-
ample, SQL-3 prohibits triggers on tables with referential 
integrity constraints. 

The syntax and execution behavior of commercial 
RDBMS systems span a broad spectrum in their variance 
from the proposed SQL-3 standard and also they vi'idely 
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vary among themselves too. We discuss this in the follovv-
ing subsections. 

2.1.2 Active features in Oracle 

The RDBMS Oracle 7.0 and higher versions supports trig­
gers [200]. The triggers in Oracle may be specified to be 
executed before or after the triggering operation, and with 
either tuple-level or statement-level granularity as in SQL3. 
The condition part can be specified only for tuple-level trig­
gers and is restricted to be a simple predicate on the modi-
fied tuple. The triggered action is a procedure block vvritten 
in PL/SQL, a special database programming language sup-
ported by Oracle. The old and new value of the tuples are 
available only in čase of tuple-level triggers. Triggers may 
cascade as a result of recursive trigger invocation, but there 
is a maximum limit on the number of cascading triggers. 
The trigger processing may be non-deterministic as the sys-
tem does not guarantee any particular order for the row pro-
cessed by the SQL operations. In Oracle, triggers are used 
for auditing and event logging, automatically computing 
derived data, enforcing referential integrity constraints and 
maintenance of replicated table synchronously. 

2.1.3 Active features in Sybase 

In Sybase 10, triggers are only statement-level and can ex-
ecute after the triggering operations [200]. Triggers are 
supported for insert, delete and update operation on a ta­
ble. The old and new values of the tuple are available 
by two system defined temporary tables called INSERTED 
and DELETED. These table include ali the tuple that were 
inserted or deleted by the triggering operation. Updates are 
treated as a delete followed by an insert. Triggers in Sybase 
can cascade with a built-in limit of 8 firings. Triggers in 
Sybase can be used for implementing referential integrity 
constraints like "cascaded delete". 

2.1.4 Active features in Ingres 

In Ingres, triggers, referred to as rules, are executed after 
its triggering operation and with a tuple level granularity 
[200]. The rule triggering events are insert, delete or up­
date on a table. The condition part of a rule may reference 
current, old and new attribute of the tuple that cause the 
rule to fire and these values may be passed to the procedure 
in the rule's action. Like Oracle and Sybase, rules in Ingres 
may cascade upto 20 rules. If an error occurs, during rule 
execution then the triggering operation and aH subsequent 
trigger actions are rolled back. Rule are used in Ingres for 
maintenance referential integrity constraints, enforcing of 
general-purpose business policies and for maintaining au-
thorization schemes. 

2.1.5 Active features in Informix 

In Informix rules, multiple triggers may be defined vvithin 
a single rule. Thus separate condition-action pairs may be 

defined together, one pair to be triggered before a state-
ment, one pair to be triggered for each row affected by a 
statement, and one pair to be triggered after a statement 
[200]. The triggering events may be insert, delete on a ta­
ble or an update on a column of a table. The old and new 
values of the tuple can be referenced in the rules condi­
tion and action part. Actions are arbitrary sequence of in-
sert/delete/update statements or procedure calls. Like Or­
acle, triggers in Informix can cascade upto with a built-in 
limit of 60. When logging is enabled, if an error occurs 
during trigger execution then the triggering operation and 
ali subsequent triggered actions are rolled back. When log­
ging is not enabled, handling of errors in trigger execution 
is application's responsibility. 

2.2 Rule Expressiveness 
As we have discussed in section 2.1, commonly used data 
manipulation languages (SQL and its variants) currently 
support primitive ECA rules. As a result, ad hoc exten-
sions have been proposed even for the specification of sim­
ple integrity constraints (e.g. domain constraints). Some 
of the earlier approaches specifically addressed enforce-
ment of integrity constraints by extending the data model 
for specifying triggers. 

In contrast, active DBMSs require enhancement to the 
data model in at least two ways: 

1. for specifying events 

2. for specifying conditions and actions along with the 
attributes for tailoring the behavior of rules. 

2.2.1 Event Specification Enhancement 

In ADBMS, in addition to the specification of events cor-
responding to database operations, such as insert, delete, 
and modify, specifications of composite events, temporal 
and/or periodic events as well as external events need to be 
supported [72]. This has to be provided by defining event 
types and event consumption policies. 

Event Types: The event types may be primitive or 
composite. Primitive event types define the events which 
are raised by a single low level occurrence, for example, 
method invocation, data item modification, transaction op­
eration, abstract and tirne event types. Composite event 
types are defined by some combination of primitive and 
composite events, using set of event constructors such as 
disjunction, conjunction, sequences etc. Rich event alge-
bras have been proposed for a range of systems, including 
HiPAC [63], ODE [103], Sentinel [48] and SAMOS [94]. 

Event Consumption Policies: To detect composite 
event from a sequence of primitive events, the event con­
sumption policies need to be specified. In [48] four possi-
ble event consumption policies have been defined namely 
recent, clironicle, continuos and cumulative. In recent con-
text, most recent primitive events are used to construct a 
composite event. In chronicle context, primitive events are 
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consumed in a chronological order. Each primitive event 
starts the detection of ali possible composite events in con-
tinuos context. In cumulative context, ali the primitive 
events of same type are accumulated until the compositeiiim.eJi„idyiiner 
event is finally raised. 
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2.2.2 Condition and Action Specitication 
Enhancement 

Specifications of conditions and actions also require exten-
sion to the language supported by the data model. Condi- •̂ 
tions and actions may be compiex, may include aggregation 3. 
operators, and may refer to the old and new state corre- ^ 
sponding to the state before the execution of the operations 
and the state created after the execution of the operations, 
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2.3 Rule Execution Semantics 

The introduction of ECA ruies, executed as a side effect of 
transaction execution, requires redefinition of transaction 
semantics. The semantic relationships among the original 
transaction and the subtransactions invoked for evaluating 
thecondition and execution of action, are specified by cou­
pling modes. Several alternative coupling modes have been 
proposed [124]. Suppose an operation O is performed by 
transaction T, and that the invocation of O is the triggering 
event E for a rule with condition C and action A. As-
suming that the condition C is satisfied, it vvould be neces-
sary to execute action A. There are three possible ways by 
vvhich A can be executed: 

- Immediate: The action A is executed immediately 
vvhen the event E occurs and before the next opera­
tion in T. Thus, the processing of remaining steps of 
the transaction vvhich caused the event to occur (i.e. 
T, the triggering transaction) is suspended until the 
evaluation of the fired rule has been completely pro-
cessed. 

- Deferred: The action A is executed after the last op­
eration in T and before T commits. This type of cou­
pling mode is required for enforcement of integrity 
constraints in a transaction oriented environment. 

- Detached: The action A is executed in a separate 
transaction T'. 

Furthermore, the action A does not have to be executed 
at the same point where the condition C is evaluated. For 
example, the condition can be evaluated immediately after 
the triggering event, while the action is executed in a sepa­
rate transaction. The condition C and action A can be con-
sidered separately, subject to the constraint that A cannot 
be executed before C is evaluated. There are seven distinct 
coupling modes that satisfy these constraints: 

1. Evaluate C and execute A immediately when the 
event E occurs and before the next operation in T. 
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Figure 1: Different type of Rule Coupling in Active DBMS 

2. Evaluate C immediately when the event E occurs and 
execute A after the last operation in T and before T 
commits. 

3. Evaluate C and execute A after the last operation in T 
and before T commits. 

4. Evaluate C immediately vvhen the event E occurs and 
execute A in a separate transaction T'. 

5. Evaluate C after the last operation in T but before T 
commits, and execute T in a separate transaction T'. 

6. Evaluate C and execute A together in a separate trans­
action T'. 

7. Evaluate C in one separate transaction T' and execute 
A in another separate transaction T". 

These cases are depicted in Figure 1. In addition to specify-
ing the event, condition, and action, the definition of a rule 
must also specify the coupling mode of condition evalua­
tion and action execution. 

Rule Cycle Policy: The cycle policy of the rule execu-
tion model defines hovv the events signaled during condi­
tion and action evaluation need to be processed. In itera-
tive cycling policy, the condition and action execution of 
the event signaling rule vvill continue even after the event 
signaling. In recursive cycle policy, event signaling during 
the condition and action evaluation causes the event signal­
ing rule to be suspended, so that any triggered rule due to 
this event can be fired. Thus recursive cycling policy needs 
to be supported for immediate mode rule execution, and 
iterative cycling policy for deferred mode rule execution. 

Rule Scheduling: It is possible that an event occurrence 
can make several rules eligible for execution. The schedul­
ing of rules determines (a)the selection of the next rule(s) 
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to be fired and (b) the number of rules to be fired. Next rule 
selection policy is often carried out by means of priority 
mechanism in which rule priorities are specified using one 
of the following ways: 

- using a numerical value for each rule [188], vvhich is 
its priority. 

- specifying relative priorities of rules by stating explic-
itly that a given rule needs to be fired before another 
when both are triggered at the same time [7]. 

The number of rules to be fired from the triggered rules can 
have follovving options: 

(a) To fire ali rules sequentially. This policy is needed for 
rules supporting integrity maintenance. 

(b) To fire ali rules in parallel, to facilitate more efficient 
rule processing as in HiPAC [63]. 

(c) To fire aH instantiations of a specific rule before 
any other rules are considered, vvhich is mostly used 
for expert systems to yield more focussed inference 
mechanisms. 

(d) To fire only some rule instantiation(s). This policy is 
used to support derived data in vvhich out of several 
derivation criteria only one need to be selected. 

2.3.1 Dependencies of Rule Expressiveness and Rule 
Execution Semantics 

Rule expressiveness and rule execution semantics are de-
pendent on each other. In [163], a formal framevvork vvas 
introduced for studying the semantics and expressiveness 
of active databases. This framevvork allovvs to provide in-
sight into the interplay of various active database features, 
and their impact on expressiveness and complexity. It was 
found that: 

- Unbounded immediate triggering has a complexity of 
EXPTIME. But if the depth of nesting of immediate 
triggering is bounded, then the complexity goes down 
to PSPACE. 

- Deferred triggering is computationally more povverful 
than immediate triggering. Several complexity bound 
may be found in čase of deferred triggering under var­
ious restrictions on queuing discipline. If multiple oc-
currences of rules are not allovved in the triggered rule 
set queue, then the complexity becomes PSPACE. If 
multiple occurrences of the same rule is allovved in 
the queue, but not vvith same delta relations as param-
eters, then the complexity is EXPSPACE. 

- For mixed triggering, i.e., vvhen immediate and de­
ferred triggering are combined, it subsumes both. 

- Also, the complexity results induce relative expressive 
povver of various restrictions. Thus, relative expres-
sive povver of different active databases can be deter-
mined based on their coupling mode supports and rule 
queue management strategy, as studied in [163]. 

3 Applications of Active DBMS 
Since an ADBMS is intended to implement a greater por-
tion of application semantics vvithin the DBMS, it is nec-
essary to investigate possible application areas. Belovv vve 
look into some of the applications that have been imple-
mented on top of an ADBMS. 

- Constraint and Integrity Management: Constraint 
management and integrity control are classical ap­
plication areas for ADBMSs. Constraints on the 
database are expressed as first-order predicates. Using 
these constraints, a set of production rules are gener-
ated (possibly redundant and non-terminating) vvhich 
are able to take corrective actions corresponding to vi-
olated constraints. In [37], Čeri et. al. have introduced 
a scheme for automatic correction of violated con­
straints. A rule analyzer selects a subset of general-
ized rules such that termination is ensured and a large 
number of constraints are compensated. Static analy-
sis algorithms described in [9, 8] determine vvhether a 
set of rules applied to a given user transaction vvill ei-
ther terminale producing a unique final database state 
(confluence), or produce unique and user observable 
side effects {observable detenninisin). These algo­
rithms have been based on the Starburst rule system 
[201, 202] and can be used by other rule evaluation 
systems that allow arbitrary execution points vvithin a 
user transaction. Decidability and undecidability re­
sults for the termination problem of active database 
rules has also been investigated in [13]. The PARDES 
system [81, 82, 83] ušes an integrity constraint ap-
proach based on an object-oriented ADBMS. The rule 
semantic is 'ON update AND condition DO update'. 
In PARDES, the rules are triggered not by events but 
by modifications of data. It addresses a set of se­
mantic problems such as (i) non-determinism caused 
by different rules concerning the same object, (ii) in-
finite loops, and (iii) direct update problem, vvhere 
both rule execution and regular updates may modify 
an object. In [42] production rules of an ADBMS 
have been used for defining a rule set for vievv mainte­
nance. Here the user defines a vievv as an SQL select 
expression. The system automatically generates the 
production rules to maintain the materialization of the 
vievvs. In [107], production rules have been used for 
integrity repair and for detection of integrity constraint 
violation. The rule language introduced in PARDES 
[107] is povverful enough to specify violation of re­
pair actions. The Postgres system [185,186,187,188] 
ušes rules for maintenance of vievvs, integrity control, 



232 Informatica 24 (2000) 225-247 P. Kangsabanik et al. 

and protection. Usage of production rules for main-
tenance of temporal conditions and integrity mainte-
nance have been proposed in [180], vvhere incremen-
tal detection algorithms for complex temporal condi­
tions have been given. Here, the temporal conditions 
are monitored as the database state changes with tirne. 
Usage of rules for database interna! applications has 
also been discussed in [76]. 

Workflow Management : In [35], ECA rules are 
used to specify the coordination of tasks within a 
multi-step workflow. Coordination aspects of tasks 
are synchronization of steps and mechanism to guar-
antee the right number of step execution within the 
workflow. In [65, 66], it has been shown that com-
plex transaction models for workflow execution can 
be defined using rules. HiPAC transaction coupling 
modes have been extended by special transaction de-
pendencies vvhich are useful for dependentand nested 
top transactions. An example workflow model for a 
hospital patient Information system has been defined 
using these rules [65]. 

Cooperative Problem Solving : In a cooperative 
problem solving system, events and context informa-
tion of long running activities have to be persistent 
[52]. Complex cooperation dependencies are captured 
by algebraic expressions involving those events and 
contexts. It has been shown that an active database 
may be used as a persistent blackboard for basic and 
complex event monitoring. The active database per-
forms the tasks of event collection, monitoring com-
plex events, and notification to the application layers. 

Cooperative Work : Distributed cooperative task ex-
ecution can be done using ECA rules of an ADBMS 
[105, 145]. In distributed cooperative execution, the 
cooperation knovvledge for execution of the task is 
coded in the individual agents. Using ADBMS, the 
policy of each of the agents is coded using ECA rules. 
The underlying active DBMS thus controls the co­
operative task execution. ADBMS functionality may 
also be used for coordination among agents [19]. 

Multidatabase System : Active DBMS production 
rules may be used to specify data integrity constraints 
in heterogeneous distributed multidatabases having 
different local and global data integrity constraints 
[73]. It is based on an architecture that wraps each 
local DBMS and a framevvork allovvs different levels 
of cooperation. 

Advanced Transaction Model: Flexible transaction 
models can be developed using an active DBMS as 
the building block [51, 104]. This approach presents 
an application for active ECA rules to specify the be-
havior of the intended DBMS. In [51], a framework 
has been developed where ECA rules are used to im-
plement different transaction models vvithin a DBMS. 

The different locking data structures for concurrency 
control are updated by the ECA rules according to 
the specified transaction model. The ACTA frame­
vvork [56] has been used for specification and rea-
soning about transaction structure and behavior in ad­
vanced transaction models. In ACTA, a set of logi-
cal rules are used to specify the advanced transaction 
models. ACTA has been used in [204] to reason about 
transactions and data timing constraints in real-time 
active databases for analysis and verification of real 
tirne softvvare. A rule based extensible DBMS ker-
nel has been developed in [104], to support different 
transaction manager semantics described by a set of 
logical ACTA rules, which are translated into appro-
priate ECA production rules. 

- Finance : The requirements to be met for implement-
ing financial applications using an Active DBMS have 
been discussed in [54]. Applications of commercial 
trigger database system (SYBASE, INGRES, ORA­
CLE) to business rules in Information systems have 
been discussed in [140] with the čase study in the 
area of banking and Insurance. It has been shown that 
ADBMS can be used to implement business rules of 
financial applications. 

- Computer Integrated Manufacturing (CIM) : In 
CIM, execution and coordination ofmultiple activities 
are required. The execution of the activities are based 
on outcome of previous activities and also the differ­
ent triggering conditions based on the environmental 
parameters. Usage of temporal active databases for 
CIM applications have been discussed in [74]. Co-
ordinating CIM activities in a multidatabase system 
environment has been taken čare of in [84]. 

- Graphical Interface : Dynamic displays can be sup-
ported using active rules [70]. Dynamic displays hav­
ing graphical interface react automatically to modifi-
cations of the underlying database and can be imple-
mented without changes to the application system or 
the graphical interface. 

4 Research Issues in ADBMS 
The advanced applications discussed in section 3 requires 
the effective support of ECA rules in an active DBMS, 
which leads to the close analysis of the follovving major 
issues [62]: 

- Knowledge Model: extend conventional data mod­
els to accommodate ECA rules and their associated 
execution and timing requirements as far as possible. 
This issue has been investigated by several researchers 
[62,64, 188, 11, 126,50,32,31]. 

- Application Model: develop an application modeling 
framevvork for applications running on top of an ac­
tive DBMS. Obviously, such a framevvork vvill differ 
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from existing modeling framevvorks for applications 
running on a passive DBMS since here, the database is 
responsive and can trigger the application transactions 
which they have opted for. Though considerable effort 
has been directed tovvards knowledge modeling, not 
much work has been reported on application model 
development. 

Execution Model: extend conventional transaction 
models to specify correct interleavings of the system-
triggered actions in addition to user or application-
initiated transactions. Transactions subscribe to the 
database for the events they are interested in. Trans­
actions containing the rules, would spawn and signal 
sub-transactions as a result of triggering of the rules. 
Streams of long running inter-communicating and co-
operating hierarchically structured transactions can be 
constructed in this manner. This suggests the need 
for a new framevvork for handling communication and 
cooperation among transactions. Though some work 
has been carried out on execution modeling of active 
DBMS transactions [124], issues related to communi-
cating and cooperating active DBMS transactions in 
the presence of detached mode rules however, need to 
be carefully examined. 

Scheduling: develop algorithms for scheduling tasks 
to satisfy concurrency, cooperation semantics, and 
timing constraints. This has to be done based on ap-
propriate execution model for cooperating and com-
municating transactions. 

Condition Monitoring: develop techniques for effi-
ciently evaluating sets of dynamic, overlapping con-
ditions. 

Architecture: define the functional components of an 
active DBMS, and their interactions. 

Performance Evaluation: construct a test-bed for 
evaluating alternative architectures and algorithms for 
condition monitoring and scheduling. 

5 Application Modeling on Passive 
and Active DBMSs 

representation formalisms [10, 139, 158]. IntheDATAID 
project [10], programmer-defined forms are used for event 
specification and these are converted to Petri-Nets for anal-
ysis. ACM/PCM [158] ušes a behavioral specification lan-
guage based on predicate transformers. The event model 
of King and McLeod [139] ušes design schema or scripts. 
In the TAX1S project [158], the TAXIS language, which 
is similar to an object oriented programming language, is 
used to specify transactions. In ali of these schemes, the 
database is considered as passive and transactions operate 
on the database. 

5.1 Need for Object Oriented Modeling 
Non-standard applications have to čope with frequently 
changing requirements which are, to a large extent, due to 
changes in the business environment [152]. Those aspects 
of the business environment which are subject to frequent 
changes are often referred to as business policies. Busi­
ness policies typically capture context-dependentand time-
dependent organizational knowledge. They may be based 
on ethics, law, culture and organizational commitments by 
either prescribing a certain action or by constraining the 
set of possible actions [122, 159]. To čope with changing 
business policies, it should be possible to easily adapt the 
application implementing the respective policies. The in-
troduction of object oriented paradigm has been one step 
in this direction. Object-oriented languages and develop­
ment environments help to intuitively model the universe 
of discourse and to adapt to the changing requirements 
[87]. Hovvever, a mechanism forexplicitly specifying busi­
ness policies in a natural and straightforward way is stili 
missing. In most object-oriented systems, business poli­
cies are implemented by some methods, or part thereof, 
and thus business knowledge is mixed with code realiz-
ing basic functionality with a low modification probabil-
ity. In this respect, the authors in [171] have suggested 
distinguishing methods containing policy ("making of con-
text dependent decisions"), from methods containing im-
plementation ("execution of fully specified algorithms"). It 
has been shown, hovvever, that a more intuitive way to de-
scribe business policies is in terms of rules, since the do-
main specialists usually do so in expressing their system 
requirements [162]. 

Research in ADBMS has concentrated mostly on event 
modeling [53, 94, 95, 103], transaction modeling [62, 
65, 49, 31], and execution modeling [124,66,31]. But 
in order to develop complex applications, we need to con-
sider an application modeling framework where ali these 
aspects are simultaneously taken čare of. Brodie et. al. 
[26, 27, 139, 157] have proposed several techniques for 
dealing with database-intensive applications on relational 
databases. In Brodie et. al [26, 27], transactions oper­
ate on a classical relational database, i.e., the RDBMS is 
assumed to be not an active one. Recent research on dy-
namic modeling of data and systems has resulted in several 

5.2 Integrating Rules with Object Oriented 
IModeling 

Approaches for integrating rules with object-oriented con-
cepts have been widely accepted as a powerful means for 
explicitly modeling applications [159, 170,191]. These ap­
proaches are also known as rule-based models, or more ac-
curately as active object oriented models. In these models, 
ECA rules are often used for explicit, localized, and trans­
parent specification of business policies of applications 
[71, 72]. The usage of ECA rules enhances the reusabil-
ity of methods and classes since such methods and classes 
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need not contain application specific poiicies. Moreover, 
since a business poiicy can be expressed by rules, it can be 
readily modified if the situation demands so. 

Active Object Oriented Database Systems (AODBMS) 
provide both object-oriented and rule based specification 
of the applications. Thus in an AODBMS application, the 
database is an integral part of the dynamic model of the ap­
plication. Therefore, the methodology for traditional trans­
action modeling schemes has to be modified to capture the 
dynamic properties of the application. In [134, 131, 132], 
a methodology has been reported for modeling application 
Active Object DBMS (ADBMS). The proposed method-
ology in [134] investigates the interrelationships among 
transactions, objects, and events in a closed loop environ-
ment. A database is considered not only as a repository of 
the application data, but also as a storekeeper and monitor 
of the control and dynamic aspects of the complete system. 
Thus a database itself may automatically generale transac­
tions as a part of the application semantics. 

The conceptual design of AODBMS applications can be 
carried out using multi-level diagrams as proposed in [177]. 
When a rule set of an ADBMS becomes quite large, the 
rule set needs to be modularized for better conceptualiza-
tion and designing. Several modularization techniques for 
active rules design have been investigated in [14]. 

6 Execution Modeling in Active 
DBMS 

In this section, we review the reported research on execu-
tion modeling of active DBMS transactions. The execution 
model of ADBMS transactions also determines the concur-
rency control scheme to be used for concurrent execution 
of multiple transactions. The research on concurrency con­
trol of ADBMS transactions has naturally been influenced 
by classical concurrency control protocols for atomic and 
extended transaction models. 

6.1 Atomic Transactions : 

Traditional transactions [77, 109] are based on the notion 
of atoinicity and thus are often referred as atomic transac­
tions. Atomic transactions enforce the properties of (i) fail-
iire atomicity, (ii) consistency, (iii) isolation, and(iv) diira-
bility, commonly referred to as ACID properties. Failure 
atomicity means that either ali or none of the transaction's 
operations are performed. Consistency means that a trans­
action maintains the integrity constraints of the database. 
Isolation, commonly known as senalizability, means that 
concurrent transactions execute without any interference as 
though they vvere executed in some serial order. Durability 
means that ali the changes made by the committed transac­
tions become permanent in the database. 

In most of the schemes, serializability is based on the 
notion of conflicting operations and is called conflict pre-
serving senaUzability. Two operations conflict when their 

effect is order-dependent. Conflict preserving serializabil-
ity ensures that pairs of conflicting operations appear in 
the same order in the equivalent serial schedules [77, 110]. 
Different versions of serializability such as view and state 
serializability, have been introduced in [161]. Although 
view or state serializability may increase concurrency as 
compared to conflict preserving serializability, it is NP-
complete to test vvhether a schedule is view or state se-
rializable. Both pessimistic and optimistic schemes have 
been proposed to ensure serializability in centralized and 
distributed environments. Most of these schemes are based 
on either two-phaselockingor timestamp ordering [20]. To 
achieve failure atomicity [21], two schemes are commonly 
adopted. One is based on the notion of careful replace-
ment (commonly referred to as intentions lists) [193] and 
theother is based on maintainingexecution logs [112]. The 
intention list based recovery applies the proposed updates 
of a transaction when the transaction decides to commit. If 
the transaction is aborted, then it need not be undone since 
the proposed updates have not been applied to the database 
yet. Also, if the transaction is committed, but the system 
failure occurs before posting its updates, then the intention 
list of the transaction is applied on the database, i.e. the 
transaction is redone. Thus it is also called "No Undo but 
Redo" based recovery [21]. The execution log based recov-
ery applies the effects of the transaction to the database as 
the transaction executes the operations. It also keeps log of 
the "old" values of the objects. If the transaction decides 
to abort or a system crash occurs, then ali the old values 
are brought back for the unfinished transactions and ali the 
updated values are put back into the database for the com­
mitted transactions. This approach is also called "Undo and 
Redo" based approach [21]. 

6.2 Extended Transaction Models 

In atomic transactions, interleaving of transactions is ini-
plicitly constrained by the concurrency properties of the 
objects, i.e. operation conflicts. Here, the consistency of 
the database is based on the notion of serializability. In 
an alternative approach, interleaving of transactions is ex-
plicitly constrained by the concurrency specifications of the 
transactions. This approach may not achieve serializability, 
but can be used in such a way that consistency can be pre-
served. In such schemes, concurrency specifications are 
defined according to the semantics of the transactions and 
the data they manipulate. 

In recent years, this approach has resulted in a prolif-
eration of extended transaction models [75, 4], since this 
approach provides the only means for dealing with the 
functionality and performance requirements of the new ad-
vanced applications. Here we provide a brief overview of 
some well-known extended transaction models. 

One of the most well-known extended transaction mod­
els is the Nested Transaction Model [156, 164] in which 
a transaction is composed of subtransactions that may ex-
ecute concurrently. A subtransaction can be further de-
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composed into other subtransactions, and thus, a transac­
tion may expand in a hierarchical manner. Subtransactions 
are executed atomically with respect to their sibUngs and 
other non-related transactions and are failure atomic vvith 
respect to their parent. The subtransactions can abort in-
dependently vvithout causing the abort of the vvhole trans­
action. Thus nested transactions are designed to localize 
failure within the transactions and can exploit parallelism 
within transactions. A subtransaction can potentially ac-
cess any object that is currently accessed by one of its an-
cestor transactions. In addition, any object in the database 
is aiso potentially accessible to the subtransaction. When 
a subtransaction commits, the objects modified by it are 
made accessible to its parent transaction. However, the 
effects of objects are made permanent in a database only 
when the root transaction commits. 

Another scheme of extended transaction model has been 
proposed in [89]. It is based on the notion of compatible 
transactions. In this scheme, pairs of transactions are dis-
tinguished as being compatible or not. Compatible transac­
tions, as vvith compatible operations, have semantic struc-
tures that allovv them to execute concurrently. This scheme 
simplifies the specification of compatible transactions by 
classifying them into different semantic types. 

The concept of compatible transactions has been gener-
alized to several levels leading to the notion of imdti-level 
atomicity [153]. In this model, transactions can belong to 
more than one semantic type. Each transaction type has 
different sets of breakpoints, inserted betvveen the steps 
of a transactions at appropriate points. Steps of compat­
ible transactions can be interleaved at these breakpoints. 
In [153], the breakpoints are embedded in the body of 
the transactions. In [181], breakpoints are external to the 
transactions, captured by a set oi pattenis. A pattern is a 
State transition diagram [Id] vvhich expresses the goals and 
pieces of vvork to be done. In this approach, cooperative 
transactions are grouped into transaction groups. A trans­
action group represents the unit of consistency and recov-
ery. Components of cooperative transactions may not pro-
duce consistent results. In fact, cooperative transactions do 
not have any properties of atomic transactions and just rep-
resent different threads of controls. The consistency con-
straints for transaction groups are specified vvith the help of 
the "patterns". Since goals in a pattern may invalidate the 
goals of other patterns, conflict specifications among the 
operations are needed to control the interleaving of concur-
rent patterns. Thus the effects of a transaction group are 
considered to be consistent as long as ali the steps of appli-
cable patterns are executed (invoked exactly once by some 
cooperative transactions in the transaction group) and the 
patterns are interleaved concurrently. 

Just like transaction groups, split transactions [165] and 
sagas [88] have also been proposed to deal vvith the prob­
lem of long lived and cooperative transactions. In nei-
ther of these schemes the notion of compatibility betvveen 
transactions has been explicitly used. A saga is like a 
tvvo level nested transaction vvith traditional transactions 

as child transactions. Each child transaction is associated 
vvith an application specific compensating transaction. A 
saga can be interleaved in any vvay vvith other sagas, but 
it cannot be partially executed. If a saga is interrupted, it 
attempts to proceed by executing the contingency transac­
tions (forward reco\>ery), or amends partial executions by 
invoking compensating transactions {backward recovery). 
A contingency transaction [29] is invoked upon the failure 
of a transaction to accomplish a goal similar to that of the 
failed transaction. Formal aspects of compensating trans­
actions are discussed in [142, 149]. A variation of sagas 
[90] allovvs the characterization of children as v/ta/ or non-
vital vvhere the abortion of a vital child causes the abortion 
of the transaction. Sagas are appropriate in applications 
vvhere each child transaction does not have to observe the 
same consistent database state. 

In the context of long durational and cooperative trans­
actions, the Recoverable Communicating Actions (RCA) 
model has been proposed to deal vvith the problem of non-
hierarchical computations [194]. In this model, an action, 
the sender, is allovved to communicate vvith another action, 
the receiver, by exchanging objects resulting in an abort-
dependency of the receiver on the sender. If the sender 
aborts, then the receiver must abort as a result of depen-
dency. Hovvever, partial failures are tolerated since an ac­
tion may abort vvithout aborting the action on vvhich it has 
developed an abort-dependency. 

The concepts compound transactions [176] and coop­
erative transactions [144, 143] use the same correctness 
criterion, vvhich permits non-serializable executions vvhile 
satisfying the individual postconditions of the transactions. 
In the čase of the compound transactions, the criterion are 
knovvn as setvvise serializability, vvhereas in the cooper­
ative transactions čase it is knovvn as predicatewise se-
rializabilit}'. Objects in both schemes are grouped into 
sets based on the database consistency constraints. In the 
compound transaction scheme, it is assumed that each set, 
called an atomic data set, has independent consistency con­
straints and that individual transactions operate on a par-
ticular atomic data set. There are no such assumptions in 
the čase of cooperative transactions. Thus it is possible for 
cooperative transactions to be serialized in different orders 
vvith regards to different atomic data sets. 

Finally, to facilitate the formal description of transac­
tion properties in an extended transaction model, a com-
prehensive transaction framevvork named ACTA [57, 55] 
has been developed. Using ACTA, one can specify and 
reason about the nature of interaction among transactions 
in a particular model. ACTA characterizes the semantics of 
interactions (i) in terms of different types of dependencies 
betvveen transactions (e.g., commit dependency and abort 
dependency), and (ii) in terms of transactions' effects on 
objects (their state and concurrency status i.e., synchro-
nization state). Through the former, one can specify re-
lationships between significant events, such as begin, com­
mit, abort, delegate, split and join, pertaining to different 
transactions. Also, conditions under vvhich such events can 
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occur can be specified precisely. Transactions' effects on 
object State and status are specified by associating vievv 
and conflict set with each transaction and by stating how 
these are affected when significant events occur. A view 
of a transaction specifies the state of objects visibie to that 
transactions. The transaction's conflict set contains those 
operations with respect to which conflicts need to be con-
sidered. Thus the ACTA framework can characterize trans­
action models that can associate different semantics with 
the notions of visibility, consistency, recovery, and penna-
nence. Also, ACTA can reason about the properties of the 
transaction models. 

6.3 Transaction Model and Concurrency 
Control of Active DBMS Transactions 

There have been several research efforts on rules, rule con­
trol, and transaction framework in ADBMS [124, 186, 63, 
115, 173, 202, 17, 178, 43, 166]. The concurrency control 
schemes adopted in these projects are determined by the 
transaction models of the ADBMS transactions in presence 
of triggered rules. The rule subsystems of active DBMSs, 
POSTGRESS [186], Ariel [115], HiPAC [63], and Alert 
[7], s\ip\)ori priorities to define control structures among 
rules. However, priority based rule control is not flexible 
enough to support the control requirements of rules in ad-
vanced DB applications. Also, these rules systems do not 
support cooperative transactions, i.e. where the partial ef-
fect of a transaction may be visibie to some other concur-
rently running cooperating transactions. 

In [178], RDLl supports a set of control constructs 
namely 'sequence', 'disjunction', and 'saturate', for spec-
ifying the control structures among rules. In RDLl, rules 
are defined in modules. Each module contains a rule sec-
tion in which rules are defined, and a rule control section in 
which the control structure among these rules is defined. 
However, a set of rules defined in a module cannot fol-
low different control structures when they are are triggered 
by different events. For a set of rules to follovv different 
control structures when they are triggered by N different 
events in RDLl, the same rule must be defined A'̂  times in 
A'̂  different modules. 

In an active DBMS environment, the rule execution must 
be uniformly incorporated into a transaction framevvork 
[172]. In POSTGRES and Ariel, the execution of rules 
has been incorporated into a flat transaction model. In 
[124], Hsu et. al. have described a more expressive model 
which is basically an extended nested transaction model 
to capture rules and nested triggering of rules. A subset 
of this execution model was analyzed in [36] to study the 
system performance as a function of transaction bound-
ary semantics for various level of data contention, rule 
compIexity, and data sharing between externaily submitted 
tasks and rule management tasks. These results demon-
strate that the way in which transaction boundaries are 
imposed can have a major impact on the performance of 
an active DBMS, and that this aspect of rule semantics 

must therefore be carefully considered at the tirne rules 
are specified. Other significant works that use variants 
of the nested transaction model for modeling the execu-
tion of rules are reported in [17, 43, 166]. However, the 
tree based structure of nested transaction models is not ex-
pressive enough to capture complex control dependencies 
among rules in a uniform fashion. In [130], a graph-based 
transaction model has been defined vvhich captures trig­
gered rule graphs uniformly and places them at an appro-
priate control point of the transaction structure according 
to the occurrence of triggering actions. Hence, a nested 
transaction model based execution becomes a special čase 
of this graph-based model. Alternative transaction models 
reported in [58, 195, 30, 12], hovvever do not focus on the 
uniform incorporation of rules, rule control, and trigger oc­
currence in the transaction framevvork. Also, al! the previ-
ously mentioned works on execution model do not support 
cooperation among the transactions since they are essen-
tially closed transaction models (nested/fiat) in general. 

Development of knovvledge models has received con-
siderable attention especially for increasing the expres-
sive poNver of event specification languages vvithout con-
sequences for the execution models. In these works, one 
of the most challenging problem is the development of a 
transaction model involving composite events, i.e. events 
representing a combination of other events [31, 48, 145]. 
The nested transaction model has been suggested as an ap-
propriate transaction model for AODBMS involving both 
primitive as well as composite events[137]. 

6.3.1 Nested Transaction Models for Primitive Events 

Most of the execution models of existing AODBMSs 
are based on nested transaction models [31, 48, 59, 91]. 
Hovvever, these nested transaction models supports closed 
nested transactions [5]. The nested transaction model is 
particularly appropriate for the active system due to the fol-
lowing reasons [124, 160]: 

- A nested structure accommodates nicely the hierar-
chical composition of execution units as it is in the 
čase of active systems. The relationship(s) betvveen 
event slgnaling transaction (the transaction in which 
an event is raised) and one or more rule transactions 
(the transactions wherein the condition and/or action 
are processed) can naturally be mapped to the relation-
ship(s) between/7flreH? transactions and child transac­
tions within a nested transaction model. 

- Nested transactions preserve serializability and top-
level atomicity while allovving for a decomposition of 
a "unit of work" into subtasks as a prerequisite for in-
tratransaction parallelism. This is especially useful for 
active systems since rules often realize add-on func-
tionality vvhich may be executed parallel to the event 
signaling transaction as well as to each other [179]. 

- Lastly, as compared to traditional "flat" transaction 
models, nested models offer finer-grained control over 
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concurrency and recovery [121], thereby allovving 
rollback of rule transactions to be executed indepen-
dently of event signaling transactions. 

The different variations of nested transaction models 
used in active systems work well with primitive events. A 
primitive event triggering a rule establishes a one-to-one 
relationship between the event signaling transaction and 
the rule processing transaction corresponding to the condi-
tion and/or action of the rule. The transaction coupling for 
such one-to-one relationship is defined by means of cou­
pling modes [31, 65]. A coupling mode, in most systems, 
permits two types of coupling among the event signaling 
and rule processing transactions. The rule processing trans­
action may be executed serially either in a subtransaction 
of the event signaling transaction or as an independent top 
level transaction. 

As discussed above, the event processing in these 
schemes is intra-transactional in nature, i.e. the events gen-
erated by a transaction T are processed in the context of 
T only. Any external transaction (say T') cannot make the 
events generated by T, an 'event of interest' for it. There-
fore, a transaction cannot specify its 'events of interests' 
which are generated by other transactions and define the 
corresponding rules to be executed on occurrence of these 
events. When this kind of specification is allowed, then the 
event processing becomes inter-transactional, i.e. a trans­
action generated event may cross application and transac­
tion boundaries. 

6.3.2 Nested Transaction Models for Composite 
Events 

Many active DBMSs allow composite events to be con-
structed from primitive events and/or other composite 
events using different kinds of logical operators such as 
conjunction (AND), disjunction (OR), and sequence (;) 
[48, 94]. A composite event consists of component events. 
The event starting the detection of a composite event is 
called initializing event and the event terminating the detec­
tion called the terminating event or triggering event. The 
transaction(s) wherein these component events occur are 
analogously called initializing transaction and triggering 
transaction respectively. Fo!lowing this terminology, both 
an initializing transaction and a triggering transaction are 
special kinds of event signaling transactions. 

With composite events, more than one component events 
may have to occur to trigger a single rule. Depending on 
the origin of these component events, different cases can 
be identified: ali the component events occur in a single 
transaction, or some of them occur in different transac­
tions. In the latter čase, there are two possibilities, either 
the event signaling transactions are sequentially processed 
within a single thread of control, or they are executed in dif­
ferent threads of control. Note that in this čase the compos­
ite event is inter-transactional since the component events 
would be received from different transactions running in 
separate threads. These transactions may belong to dif­

ferent applications running over the same database. Any 
of these cases would result in a many-to-one relationship 
between event signaling transactions and a rule transac­
tion. This many-to-one relationship is specified by associ-
ating a transaction mode or coupling mode with the rules. 
The transaction mode specifies the semantic relationships 
among triggering events, condition, and action. 

In existing active systems, the many-to-one relationship 
is handled in several different ways. There are some sys-
tems which do not allow component events of a specific 
composite event to occur in different transactions [48], i.e. 
they offer only the detection of intra-transactional events. 
Again, there are systems which allow component events to 
occur in different transactions. However, in some of these 
systems the transaction mode refers only to the triggering 
transactions [94]. Another class of systems allovvs transac­
tion modes that refer to ali event signaling transactions to 
be specified, but do not allow a subtransaction mode to be 
specified [31]. Finally, there are some systems which allow 
transaction mode for each event part of the composite event 
to be specified within the context of a rule [137, 136]. 

In the literature, only some systems deal with different 
transaction modes for composite events. Among these are 
REACH [31], SAMOS [92], Sentinel [48], Ode [102, 150], 
and TriGS [137, 136, 138]. In the follovving, the types of 
transactions supported by these systems are examined. AH 
the five systems mentioned above allovv component events, 
which are part of a certain composite event, to be signaled 
within multiple transactions. In SAMOS and Ode, com­
posite events internally are represented within a complex 
database object structure. Thus, composite events on the 
one hand are signaled not before commit of signaling trans­
actions. In SAMOS, they might even produce deadlock 
between event signaling transactions and, thus, prohibit 
its detection. In Sentinel, component events are flushed 
at commit of the corresponding event signaling transac­
tions. Consequently, composite events represented in main 
memory are detected not before commit of ali participating 
event signaling transactions. In contrast, REACH allows 
composite events to be signaled before commit of the par­
ticipating event signaling transactions. Although Sentinel, 
TriGS, and REACH permit parallel composite event detec­
tion. Ode and SAMOS do not support this feature. 

SAMOS ušes a closed nested transaction model. How-
ever, due to restriction of the underlying object-oriented 
database system ObjectStore, neither subtransaction par-
allelism nor parent/child parallelism is provided for. Fur-
thermore, SAMOS allows aH types of coupling modes for 
nested rules. Sentinel supports nested transactions [31], 
where as REACH and Ode do not offer this facility. 

One interesting feature of REACH is that it restricts the 
combination of transaction modes to some reasonable com-
binations to have better performance. Thus, rules contain-
ing composite events whose component events occur in a 
single transaction cannot be defined as immediate, since 
every tirne a component event is signaled it would have to 
be determined if it is a triggering event for an immediate 
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rule. Such rule can only be defined as deferred or detached. 
Similarly, rules containing composite events whose compo-
nent events occur in multiple transactions are not allowed 
to be defined as immediate or deferred since it would be 
ambiguous vvhich transaction is referred to. In REACH, 
various detached coupling modes are allowed for both, sin-
gle and multiple event signaling transactions, provided that 
commit/abort dependencies are respected for ali event sig­
naling transactions. 

In TriGS [137, 136], it has been shown that in the pres-
ence of composite events there is a need to apply transac­
tion modes, not only to triggering transactions, but also to 
some or ali of the event signaling transactions. TriGS has 
taken an approach which allows transaction modes to be 
specified for each of the component events in the context 
of a single rule. It has been shown that existing transaction 
models are not powerful enough to support a subtransac­
tion mode with respect to multiple event signaling trans­
actions. With this prerequisite, TriGS has extended nested 
transaction model by introducing multi-parent subtransac-
tions. The multi-parent subtransaction model enables the 
semantic of composite events to be mapped onto appropri-
ate transaction modes, i.e. parallel or sequential and de-
pendent or independent execution. The transactions sig­
naling events vvhich are part of a composite event are al-
lovved to cooperate in starting a common subtransaction in 
which the rule, i.e. its condition and/or action get executed. 
In TriGS's multi-parent transaction scheme, every parent 
transaction becomes commit-dependent on ali of its chil-
dren, i.e, the parent can commit only if ali of its children 
transactions have committed. A child transaction becomes 
abort dependent on ali of its parent transactions, i.e. if a 
parent aborts then its children have to be aborted. TriGS 
has enhanced the nested transaction locking protocol to en-
sure controlled upward and downward inheritance of locks 
[137]. 

The problem with the multi-parent transaction scheme 
of TriGS is that in a parent transaction, if a data value 
which has been modified by its committed child transac­
tion is used, then the committed data may have to be rolled 
back because the child transaction is later aborted due to 
the abort dependency to another parent transaction. Upon 
abort, ali such modifications would have to be rolled back 
vvithin the parent. In čase that such a parent transaction 
also had already committed, cascading aborts have to be 
performed. In order to keep track of vvhich modifications 
are based on which child transaction, it \vas suggested that 
vital subtransactions [58] should be used vvithin the whole 
transaction graph. A vital subtransaction identifies the par­
ent to be abort-dependent on the child. This means that 
abort of a single vital transaction TI would result in aborts 
of ali transactions vvhich are direct or indirect subtransac­
tions of n , or due to the abort semantics, direct or indirect 
parents of these subtransactions. The only transactions that 
vvould not be affected by these aborts are direct and indirect 
parents of TI . It vvas suggested in [137] that a reasonable 
solution to this problem has to be found. 

The preceding discussions reveal that none of the 
AODBMS mentioned support horizontal cooperation, i.e. 
vvhere a transactions effect may be read by other parallely 
running transaction based on some user defined transaction 
cooperation semantics. Vertical cooperation, i.e. parent-
child cooperation, is supported by some execution models 
based on the extensions of nested transaction model. It vvas 
pointed out in [72, 179] that using vertical cooperation, co-
operative applications like vvorkflovvs, cooperative editing, 
etc. can be handled. 

It vvas pointed out in [136] that how far EGA rules should 
be allovved to influence the application program needs to 
be carefully analyzed. On the one hand, database system 
should not be seen as a mere slave to the application, but 
rather should be able to autonomously control the applica­
tion activities in various ways [72, 179]. On the other hand, 
it vvould also be possible that the application need not be 
aware of the underlying active capabilities if it chooses to 
do so. In [134, 133] these aspects have been discussed in 
detail. The proposed application modeling in [134, 131] 
gives a framevvork for designing the ADBMS so that ap­
plications can choose hovv much to affect the application 
activities due to the ADBMS. A cooperative nested trans­
action model v\'hich supports both controlled cooperation 
among the transactions and also provides facility to define 
nested and parallel control structures among the rules, has 
been discussed in [133, 135]. It supports vital transactions 
defined by the user to alleviate the problems vvith the exist-
ing execution models. 

7 Active RDBMS Projects and 
Current Research Directions 

7.1 Starburst 

At IBM, the Starburst project attempted to extend a rela-
tional database system [199, 111] vvith an ECA rule sys-
tem. The application of this research is introducedinIBM's 
DB2 database. Starburst rules vvere the first active rules 
vvith a clearly defined set-oriented semantics. Events, con-
ditions, and actions are aH expressed through an SQL-like 
syntax. An event is any update, delete, or insert com-
mand performed on some specified relation (or relational 
column). A condition is a predicate about the state of the 
database vvritten in an extension of the SQL query lan-
guage. A condition may also refer to the set of tuples af­
fected by the event. For instance, if the event is a deletion 
of tuples from table T, the condition may refer to the set 
of tuples deleted by that action. The "transaction-affected" 
tuples are stored in transition tables vvhich may be queried 
during evaluation of the rule condition. The condition 
may also be omitted, in vvhich čase the predicate is sim-
ply TRUE. An action is any non-empty sequence of SQL 
commands. 

The set-oriented execution semantics of Starburst rules 
is presented in [201]. Starburst ušes the deferred modes for 
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E-C couplings, and the immediate mode for C-A couplings. 
The Starburst rule language is based on arbitrary database 
State transitions of set-oriented execution semantics rather 
than tuple- or statement-level changes, yielding a clear and 
fiexible execution semantics as discussed in [199]. But set-
oriented semantics prohibits natural before option for rule 
triggering [199]. Also user may feel that they can better 
express rules using tuple- or statement-level granularity. 

The implementation of Starburst rules is described in 
[202]. Starburst provides a mechanism, attachment pro-
cedures, which may be invoked after every access to a re-
lation. Rules are triggered by designating an attachment 
procedure for every event relation combination specified in 
the event clause of a rule. When the specified event occurs, 
the associated attachment procedure is called and passes 
exactly the Information requested by the rules to the trans-
action that caused the event. When the transaction is ready 
to commit, rule processing begins. Transition tables are 
formed on demand from the Information reported by at­
tachment procedures. Rule processing continues until no 
rule triggered by the transaction remains to be evaluated. 
At this point, the transaction commits. 

Starburst work has also focused on the issue of rule se-
lection and rule priorities. Since many rules can be trig­
gered by a single event, some conflict resolution strategy is 
required to determine the order in which the pending rules 
are selected for execution. It has been shown that execution 
order of active rules affects the outcome in unpredictable 
ways [203]. To solve this problem, rule priorities are used 
so that the rule with the highest assigned priority is selected 
first for execution. The Starburst database system assigns a 
default priority (such as the time-stamp of rule definition) 
automatically. Users are able to override the default prior­
ities with user defined priorities. The data structures and 
algorithms used to test and incrementally maintain user-
defined rule priorities are described in [7]. Since predicting 
and understanding the behavior of active database rules are 
important aspects of any application development, a suit-
able methodology has been developed for statically ana-
lyzing sets of Starburst rules. These analysis determine 
(conservatively) whether a set of rules is guaranteed to ter-
minate, and \vhether the rules are guaranteed to produce a 
unique final state [9]. 

The Starburst rule system has been used as a platform 
for developing a number of applications and for investigat-
ing various issues in active database systems, e.g. for in-
tegrity constraint maintenance [41], for maintaining mate-
rialized views [42], for implementing deductive databases 
[45], as well as for several other more ad-hoc applications. 
In [43], it has been shown how the Starburst rule system 
can be supported in a tightly coupled distributed database 
environment \vith full distribution transparency. Starburst 
also has been used for managing semantic heterogeneity 
in loosely coupled databases [44]. Some researchers have 
used the Starburst Rule System as a basis for studying and 
implementing secure active databases [182], dynamic in-
tegrity constraints [106, 190], and automatically generated 

compensating actions for static constraints [38]. Starburst 
work has also motivated the need for a formal foundation 
of active database system [198]. A formal foundation of 
active database rule languages would provide a very im­
portant step in understanding and characterizing the com-
monalities and differences across systems. 

7.2 Postgres 
The Postgres system can be considered as an object ori-
ented relational system which extends the relational model 
vvith abstract data types, user defined operators and pro­
cedures, relational attributes of type procedure, and inher-
itance [169]. The first generation Postgres rule system, 
PRS-I [185], was subsequently modified to PRS-II, which 
can take čare of old and new values of data items to deal 
with transition constraints [186, 187]. PRS-II rules have 
been used to solve the view update problem [188]. Proce-
dural data types can also be simulated by the PRS-II rule 
system. It has been shown that by caching the action part, 
it is possible to improve performance and the scheme can 
be applied to materialize vievvs [188, 189]. The main con-
tribution of the Postgres work is that it shows that rules can 
be used to subsume views and procedures as special cases. 
This has lead to further research in these areas. 

7.3 Ariel 
Ariel is implemented on top of the EXODUS storage man-
ager at University of Florida. Ariel focuses on extensions 
to the relational DBMS tovvards production rules vvith a 
forward-chaining rule system [120]. The query language 
of Ariel is a subset of POSTQUEL, extended vvith a nevv 
production-rule sub-language. Ariel rules can have con-
ditions based on a mix of selections, joins, events, and 
transitions. For testing rule conditions, Ariel makes use 
of a discrimination netvvork composed of a special data 
structure for testing single-relation selection conditions ef-
ficiently, and a modified version of the TREAT algorithm 
[196], called A-TREAT for testing join conditions [119]. 
Ariel work has also focused on optimization of discrimina­
tion netvvork structure to provide good performance given 
the database update pattern, size of relations and memory 
nodes, join relationships in the rule condition, etc. [114]. 
The system also provides support for streamlined develop­
ment of reliable, recoverable applications that can receive 
data from database triggers asynchronously [117]. The 
Ariel communication scheme betvveen the active database 
and the application has the potential to deal vvith applica­
tions such as safety and integrity alert monitors, financial 
trading analysis programs, and command and control sys-
tems. 

The Ariel system has raised the need for asynchronous 
interaction betvveen application and ADBMS, as a further 
research direction [118, 116]. The asynchronous interac­
tion of application and ADBMS has lead to research in co-
operating application model design. It also raised issues for 
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solving the "correctness" issues of such asynchronous ap-
plications using extended transaction models and concur-
rency control schemes, as we have reviewed in this paper. 

7.4 AIS 

AIS (Active Information Systeni) is an active extension on 
top of Oracle and has been developed at the University 
of Oldenburg, Germany. A prototype of the system has 
been built on which several applications are running. This 
project provides a tool-box for browsing, designing, edit-
ing, simulation, debugging of production rules, and expla-
nation of rule results. The interactive rule debugging tool 
[18] supports simulation of the rules by generating realis-
tic and relevant event sequences derived partially from the 
rule definitions themselves. Simulation of basic and com-
posite events, event parameters, and incremental partial ex-
tensions of given situations can also be taken čare of by the 
rule debugging tool. 

The AIS system has also lead to the research in designing 
active repositories [128] and use of ADBMS for workflow 
management [129]. The idea of active repositories that par-
tially automate scheduling and controlling of the activities 
described within a process model was introduced in [18]. 
It is based on active database technoIogy that supports de-
tection of events and triggering of corresponding actions. 
Events correspond to state changes in the repository or are 
raised by external components, e.g. a clock or ČASE tool. 
Actions manipulate repository, trigger ČASE tools, signal 
external systems or notify the user. The AIS system has 
also pointed out the necessity of extended transaction mod­
els for mapping the action-subaction hierarchy, to define 
"correctness" of such action-subaction hierarchy execution, 
as a further research issue. 

7.5 ETM 

ETM (Event Trigger Mechanism) is an extension to the 
DAMASKUS DBMS (FZI at the University of Karlsruhe, 
Germany). ETM [147] was developed to maintain higher 
consistency concepts in design applications (e.g. VLSI de­
sign). Rules watch over constraints and react by invoking 
suitable programs. ETM research also focuses on transac­
tion management in the presence of rule execution in gen­
eral production systems [60]. It classifies different infer-
ence mechanisms and how they interfere with the notion 
of transactions. The JOKER system, which has been de­
veloped as a part of the ETM project, supports both two 
phase locking and optimistic concurrency control for syn-
chronization of complex transaction. 

8 Active OODBMS Projects and 
Current Research Directions 

8.1 HiPAC 
The HiR\C (High Performance Active) Database System 
[63, 62, 64], developed at Xerox, is one of the pioneering 
work on active object databases. This system focused on 
time constrained applications. HiPAC events are very gen­
eral, and can include data manipulation language (DML) 
operations, schema manipulation operations, transaction 
events, various kinds of temporal events (absolute, relative, 
and periodic), and external notifications from database ap-
plication programs. These prlinitive events can be com-
bined into complex events by disjunction or sequence op-
erators. HiPAC conditions are queries in an object oriented 
DML. The queries can utilize Information about the events 
as well as the state of the database. HiPAC actions can be 
database operations or messages to application programs, 
such as a request for some type of services. 

HiPAC rules have five parts: event, condition, action, 
timing constraints, and contingency plans. The rules can 
have follovving two types of couplings among events, con­
ditions and actions. 

i. E-C CoupUng. This coupling specifies when and how 
the condition will be evaluated relative to the occur-
rence of the event. 

2. C-A coupling. The C-A coupling specifies when the 
action is executed relative to the evaluation of the con­
dition. 

Couplings in HiPAC affect database transactions. For 
both E-C and C-A coupling the immediate, deferred and 
detached modes of rule evaluation are supported. The exe-
cution model of HiPAC [124] extends a nested transaction 
model [156] with a variety of coupling modes that may be 
specified betvveen the event part and the condition part of 
a rule, and between the condition part and the action part. 
These coupling modes provide fiexibility and user control 
in defining the behavior of an active DBMS, instead of al-
ways executing sequentially within the triggering transac­
tion. 

Several techniques have been proposed for efficiently 
evaluating conditions. These includes the evaluation of 
multiple conditions simultaneously, incremental evaluation 
[167], the maintenance of derived data, and exploiting 
knowledge of the action parts of the rules [46]. HiPAC 
also investigates techniques for scheduling transactions 
to satisfy both the consistency constraints of execution 
model and timing constraints [63, 62]. It requires integra-
tion of database concurrency control techniques and time-
constrained scheduling techniques developed for real-time 
operating systems. 

An active DBMS architecture that reflects the modular-
ity and flexibility inherent in ECA rules has also been pro­
posed. This architecture extends the functions of the trans-
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action manager and object manager components of a pas-
sive DBMS, and adds an interface for event detector com­
ponents (which signal the occurrence of events of various 
types), a condition monitor (vvhich accepts conditions to 
evaluate and optimize their evaluation), and a rule manager 
(which Controls the processing of the rules). Important ar-
chitectural issues include the interaction of active DBMS 
components, especially the transaction manager with the 
operating system and mapping of the architecture into dis-
tributed and multiprocessor architectures. 

The HiPAC project has given considerable attention to 
long-running transactions [66] as a further research direc-
tion. With a variety of coupling modes and the ability to 
trigger one transaction based on the effects of another, co-
operating sets of transactions can be used to support appli-
cations such as hospital management systems or office In­
formation systems. Long running transactions can respond 
to each other and may be used to express office protocols, 
such as the routing of paper work for which approvals of 
different managers are required. A model of long-running 
transactions suited to an active database environment has 
also been investigated in HiPAC [66]. 

8.2 Ode 
Ode [6, 99] was developed at AT&T Bell Laboratories. 
It is primarily an object-oriented DBMS with activity ex-
tensions. Ode's database programming language 0++ ex-
tends the object definition of C++ by supporting persistent 
objects. Ode contains facilities to define constraints, and 
boolean conditions with the class specifications [6]. Ode 
also allows definition of triggers that monitor the database 
for occurrence of some conditions. When these conditions 
become true, the associated action is executed. The seman­
tics of composite events are defined as a mapping to the 
event history, while the composite event detection is imple­
mented by a finite automata [101,103]. A prototype named 
COMPOSE for composite event detection based on finite 
automata has been implemented [100]. Integrity mainte-
nance in Ode takes čare of referential integrity, uniqueness 
Integrity, and relational integrity [127]. 

8.3 Sentinel 
Sentinel combines activity and object orientation in a 
DBMS. It treats rules and events as first class objects, 
and extends the object concept by an asynchronous inter­
face for the generation and notification of events [11, 47]. 
Snoop [53], a language for event specification in Sentinel, 
has been designed to specify the primitive and composite 
events based on a global history log and with different pa­
rameter contexts [48]. The concept of inter-transactional 
and intra-transactional events and their detection has also 
been taken čare of [47] in Sentinel. Although Sentinel has 
adopted the execution model of HiPAC [124], the "cor-
rectness" issues of transaction execution in the presence 
of inter-transactional events and deferred mode rules have 

not been considered. Sentinel has also been used for co-
operative problem solving [52] where events and context 
Information of long running activities have to be persistent. 
Complex cooperation dependencies are defined by the al-
gebraic expressions involving events and contexts. The ac­
tive database is used as persistent blackboards for basic and 
complex event detection and notifies the application layer. 

8.4 REACH 
The active OODBMS REACH (REal tirne ACtive and Het-
erogeneous mediator system) [33] supports complex ap-
plications by three types of rules, namely (i) integrity 
rules, (ii)access control rules, and (iii) transaction model-
ing rules. Application semantics are modeled by integrity 
rules which allow controlled inconsistency and use tirne 
constraints for specification when an integrity constraint 
has to be observed within the system. The access con­
trol rules and transaction modeling rules provides a more 
open OODBMS functionality. The transaction modeling 
rules are specifically used for designing workflow manage­
ment applications [32]. The REACH system also supports 
soft and hard real tirne capabilities in an active DBMS en­
vironment [24]. The execution model of REACH is sim-
ilar to HiPAC, but it introduces two additional coupling 
modes for handling irreversible actions and contingency 
plans [32]. The REACH prototype introduces tightly inte-
grated event detection and rule execution mechanism [31]. 
This prototype focused on a clean integration of database 
management and active capabilities by extending Open 
OODB [197], an extensible OODBMS that supports low 
level event detection as a basic mechanism for providing 
extensibility. 

8.5 SAIMOS 
SAMOS [98, 97] is an active OODBMS developed at Uni-
versity of Zurich, Switzerland. While aiming at HiPAC 
functionality, it has a richer language comparable to Ode. 
A prototype of SAMOS has been implemented on top of 
ObjectStore. SAMOS ušes colored Petri nets for complex 
event detection [93]. The SAMOS Petri nets handle typed 
tokens and places for representing event parameters. In-
stead of using a finite automaton for complex event detec­
tion as in Ode, the typed Petri nets provide an integrated 
solution for handling events and event parameters as well 
[96]. 

8.6 ADAIVI 

ADAM is an object-oriented DBMS project with proto-
type implementation using PROLOG. Active extensions of 
ADAM treat method invocations as events. ADAM man-
ages rules by integration of active rules as first class ob­
jects [71]. Rules are managedby methods attached to them. 
On a metalevel, rule classes specify different rule proper-
ties and semantics [69]. The execution model of ADAM 
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can adopt several semantics by using inheritance for rule 
classes [69]. The rules aiso can be optimized by using 
class-based rule indexes [71]. An application of ADAM 
ušes active rules to support dynamic displays [70]. 

9 Conclusion 
In this paper, we have revievved some of the recent devel-
opments made in the areas of active databases, specifically 
in the area of application modeling and concurrency con-
trol. Some of the application systems that have been devel-
oped on top of these active RDBMS and active ODBMS 
are first discussed. It has been observed that though there 
are a plethora of advanced applications that have been de-
veloped on top of these ADBMSs, there is stili need for 
a suitable application modeling technique. The concur-
rency control scheme for these advanced applications run-
ning on ADBMSs has to support cooperative and long du-
ration transactions. The reported research works on ex-
tended transaction models and the way these models have 
been adapted in existing ADBMSs/AODBMSs to support 
execution model of rules have been investigated. The major 
active database projects that have been carried out so far, in 
both active RDBMS and active ODBMS, have also been 
revievved and the current research directions motivated by 
these projects are discussed. 
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Frequently used problems of linear algebra, such as the solution of linear systems, triangular decomposition 
and matrix multiplication, are computationally extensive. To increase the speed, those problems should 
be solved with systolic structures, where many processors are used concurrently to compute the result. 
Since two-dimensional array of processors is very consumptive, considering space and resources, it is 
better to use one-dimensional array of processors. This leads to the operation reallocation and causes 
unequal utilization of processors, but it is much easier to implernent since there is only one linear array of 
processors. 

1 Introduction 
Many scientific problems can be solved by linear algebraic 
computations, but even some basic operations are compu-
tationally extensive. Computation time could be shortened 
by synchronous data processing, which is enabled through 
the systolic structure. Systolic solving is presented by the 
processor structure, where data is fiowing through the net 
of specialized processors, vvhich are locally connected and 
work synchronically. This approach has some disadvan-
tages, while there is a lot of connections. It is difficult to 
monitor aH processors and to read data from them. Be-
sides, they are poorly utilized, since they mostly wait for 
their data to compute. It is possible to compose the struc­
ture with higher utilization, time suitability and lower com-
plexity [3], which would remove the mentioned disadvan-
tages. To realize that, we can merge some processors, i.e. 
one processor performs tasks of more processors, and we 
can put them into one straight array, to reduce the num-
ber of connections and to make easier access to the pro­
cessors. This work presents the linearization of different 
matrix transformation algorithms, such as elimination, de-
compositions and multiplication, and also some compar-
isons of two-dimensional and linear arrays are given. 

2 Linear system of equations 

SystoIic arrays can be used to solve the system of linear 
equations [2] in the form: 

A- ; b . 

Suitable triangular systolic array for realization of Gauss 
elimination and various decompositions (QR and LU) [4,9] 
is presented in Fig. L Shapes O ^"d Q represent two 
types of processor (diagonal and inner), performing their 

own instructions; diagonal operations are executed in di­
agonal processors and inner operations are executed inside 
the structure. Inputs of the structure are matrix coefficients 
(aij) and at the end there are coefficients of the upper-
triangular matrix inside the structure and the coefficients of 
the lower-triangular matrix on the outputs. Dotted square 
represents a delay r. According to the matrix size n x n 
the number of required processors n* is: 

. n(n + l) 

Where n diagonal processors and (n* — n) inner proces­
sors are required. 

Figure 1: Triangular systolic array (n=4) 

Two-dimensional array in Fig. 1 can be transformed into 
one-dimensional [II, 6] in several directions; horizontal 
linear array (Fig. 2), vertical linear array (Fig. 4), diag­
onal linear array (Fig. 6) and interweaved linear array (Fig. 
8). Symbol O represents the processor that performs the 

mailto:gregor.papa@ijs.si
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tasks of processors O ''"d Q . Next, the operations of di­
agonal and inner processors are presented. Ali mentioned 
operations [1] are executed in one systolic cycle (step), but 
of course, more cycles are needed to finish a transforma-
tion, i.e. those operation are repeated (operations present 
only the set of processor's instructions). 

Gauss elimination [5] and LU decomposition [7]: 

Odi 
1. 

2. 

1. 
2. 

y= 

r = 

Xo 

r = 

r 

= Xi 

Xi 

-y r 
O j : 

In such structure there is a simi]arity of Gauss elimina­
tion and LU decomposition (results of LU decomposition 
are just transformed Gauss coefficients) [7]. 

QR decomposition [5]: 

'\ixi=0, r=0 then 
c=l,s=0 

Od.- else t=^> r^+xf 

Oj: (c.s) - . (CS) 

C = rit, 
s = Xilt, r= t 

r=c-r+s-Xi 

Input or output (c, s) of QR decomposition vvill be 
treated as y in the follovving sections. 

Because of the transformations the instruction sets of the 
processors are changed as described in the follovving sec­
tions. 

2.1 Horizontal array 

L i l 

r̂  rt — » 1 ril 

3, 6 and 8 into processor C; processors 4, 7, 9 and 10 into 
processor D. So, processor A takes over the tasks of one 
processor and performs operation o^, but processor D takes 
over the tasks of four processors and performs operations 
Od and Oj. They work in different modes: 

- mode 1: operation Od with one input Sj, 
- mode 2: operation Oi with two inputs ixi,y), 
- mode 3: operation Oj with one input y and one input 

from its output {Xo to Xi). 

Each processor works in these modes: 

- processor A always in mode 1, 
- processor B in modes 2 and i, 
- processor C in modes 2, 3 and 1, 
- processor D in modes 2, 3, 3 and 1, 
- additional processors would work in modes 2, 3, ... 3 

and 1. 

Occupation of processors is presented in Table 1. 

Table 1: Processor occupation in horizontal array 

O O O 

10 

Figure 2: Transformation into horizontal array 

presented in Fig. 2, processor 1 is mapped into pro-
r A; processors 2 and 5 into processor B, processors 

A s pi^^^^iu^u m l i g . z,, j.;iucc:>aui i la i i i appcu i i i iu [ j iu-

cessor A; processors 2 and 5 into processor B, processors 

1 
2 
3 
4 
5 
6 
7 
8 

17 
18 
19 

A 
1 

1 

B 

2 
1 

2 
1 

C 

2 
3 
1 

2 
3 

1 

D 

2 
3 
3 
1 
2 

3 
3 
1 

Figure 3: Data inputs in horizontal array 

Input valuesan, ai2, flis and ai4 are delayed foroner, 
and values 021, 022, «23 and a2A are delayed for {n — l ) r 
according to values a n , 012, 013 and 014, where n is the 
number of processors, as presented in Fig. 3. 

2.2 Vertical array 

As it can be seen in Fig. 4, processors i, 2, 3 and 4 are 
mapped into processor A; processors 5, 6 and 7 into pro­
cessor B; processors 8 and 9 into processor C; processor 
10 into processor D. Processor A is the most loaded, vvhile 
processor D takes over the tasks of only one processor. 
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3 • 

6 

1 (B)_J 

4 

7 

a 
a 

1 

s 
CH 

© -
Figure 4: Transformation into vertical array 

Processors A, B and C perform operations Od and Oi, 
vvhile processor D performs only operations Od- They work 
in different modes: 

- mode 1: operation Od with one inputXi, 
- mode 2: operation Oi with one input Xi and one input 

from its output.(2/ to y). 

Table 2: Processor occupation in vertical array 

1 
2 
3 
4 
5 
6 
7 
8 

17 
18 
19 

A 
1 
2 
2 
2 
1 
2 
2 
2 

B 

1 
2 
2 

1 
2 

2 

C 

1 
2 

1 
2 

D 

1 

1 

Each processor vvorks in these modes: 
- processor A in mode 1, 2, 2 and 2, 
- processor B in mode 1, 2 and 2, 
- processor C in mode 1 and 2, 
- processor D always in mode 1, 
- additional processors \vould work in modes 1, 2, ...2 

and 2. 

Occupation of processors and their work modes are pre-
sented in Table 2. Values a n , ai2, ois and ai4 follow each 
other Nvithout delay, values a2i, a-22, «23 and a2A are im-
mediate successors of values c n , ai2, aia and au, as pre-
sented in Fig. 5. 

When transformed into horizontal or vertical array, the 
processors' occupation and their instruction set are equal. 
The only difference can be noticed in data inputs. 

2.3 Diagonal array 

Fig. 6 presents the diagonal contraction, where processors 
1, 5, 8 and 10 are mapped into processor A; processors 2, 
6 and 9 into processor B; processors 3 and 7 into processor 
C; processor 4 into processor D. Even here the most loaded 
is processor A and at least processor D, but ali processors 

cC^• 

Figure 5: Data inputs in vertical array 

y \ \ \ X, 
1 » 2 « 3 • 4 

Figure 6: Transformation into diagonal array 

execute only one type of operations (processor A performs 
only diagonal operations, the others only inner operations). 

Processor occupation and their operations are presented 
in Table 3. 

Table 3: Processor occupation in diagonal array 

1 
2 
3 
4 
5 
6 
7 
S 

14 
15 
16 

A 
Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

13 

Oi 

O; 

Oi 

Oi 

Oi 

o i 

Oi 

Oi 

C 

Oi 

Oi 

Oi 

Oi 

Oi 

D 

Oi 

Oi 

Values ai i , ai2, flis and 014 are one r delayed and are 
followed by values 021, 022, «23 and 024. Values asi, 032, 
a33 and 034, are delayed 2(n — l)r , where n is the number 
of processors, as presented in Fig. 7. 

Contraction of the array in the direction of the other di­
agonal is not reasonable, while there would be too many 
delays and inputs/outputs on each processor. 

file:///vould


252 Informatica 24 (2000) 249-257 G. Papa ct al. 

Figure 7: Data inputs in diagonal array 

2.4 Processor mirroring 

To decrease the number of processors and to eniiance the 
performance of transformations, mirroring can be used. 
The processor can be mirrored into another processor, so 
that its tasks are executed while another processor would 
be idle otherwise. The exampie of processor mirroring in 
horizontal linear array is presented in Table 4. Processor A 
is mapped into processor B, and merged processor A+B ex-
ecutes tasks of both processors. Similarly other mirrorings 
can be used. 

Table 4: Processor mirroring a)original array, b)array with 
mapped processor 

a) 
1 
2 
3 
4 
5 
6 
7 
8 

A 
1 

1 

B 

2 
1 

2 
1 

C 

2 
3 
1 

2 
3 

D 

2 
3 
3 
I 
2 

b) 
1 
2 
3 
4 
5 
5 
7 
8 

A+B 
1 
2 
1 

1 
2 
I 

C 

2 
3 
1 

2 
3 

D 

2 
3 
3 
1 
2 

2.5 Interweaved array 

When there is an odd number of processors in the first line 
of the triangular array, the intervveaved method can be used, 
as presented in Fig. 8 [11], where the isomorphic embed-
ding of the graph is employed. Processors in Fig. 8a are 
mapped into processor array in Fig. 8b: processors 1, 6, 
10, 13 and 15 are mapped into processor A; processors 2, 
5, 7, 11 and 14 into processor B; processors 3, 4, 8, 9 and 
12 into processor C. Ali processors (A, B, C) are evenly 
loaded, while each of them takes over the tasks of five pro­
cessors. 

The method is similar to processor mirroring, but it oc-
cupies processors almost completely and evenly. Instead 

L X X 1 

a) 

2 

1 
C' ) -

3 

T 

00 \ • 

B 

S 

0 

©^{U iL 

Figure 8: Transformation into intervveaved array 

of n = 5 processors only n* = '^^' = 3 are needed, 
which are fully utiiized. Processor A performs operations 
Od, while B and C perform operations Oj. Processors occu-
pation and their operations are presented in Table 5. 

Table 5: Occupation of interweaved array 
A B C 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

27 
28 
29 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Od 

Values ai i , ai2, ais, an andais are delayed oner, val­
ues a2i, 022, ^23. «24 and 025 are delayed (n* + l ) r , ac-
cording to values a n , ai2, «13, 014 and O15, as presented 
in Fig. 9. 

3 Matrix multiplication 
SystoIic arrays can be also used when performing matrix 
multiplication [2] of the form 

C = A B + Co. 
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H 
"21 

H 

1 
C'^: 

ki 
n 
^22 

^15 

1 1 
1 i 
^12 
( i 

T 
tu B 

Figure 9: Data inputs in intervveaved array 

Square array of processors for multiplication of two 
square matrices is presented in Fig. 9 [8]. Inputs of the 
structure are coefficients (ajj in bij) of the matrices and at 
the end of the process there are coefficients Cij inside the 
structure. According to the matrix size n x n the number 
of required processors n* is: 

Figure 10: Square systolic array (n=4) 

Ali processors in the square array in Fig. 10 perform the 
same operations [8]: 

2.r = Xo 

1 

9 

1 

\k 

— • 

— • • 

— * • 

h 

e 

! 

10 

14 

• 

• 

• 

• 

-

11 

15 

» 
1 
4 

Ha 

» 

» 

12 

16 

Figure 11: Transformation into horizontal array 

Occupation of the processors is presented in Table 6, 
where numbers represent the processor of the adequate 
(square) array that would be used in that moment. 

Table 6: Processor occupation in horizontal array 

1 
2 
3 
4 
5 
6 
7 

17 
18 
19 

A 
1 
5 
9 
13 
1 
5 
9 

B 

2 
6 
10 
14 
2 
6 

14 

C 

3 
7 
11 
15 
3 

11 
15 

D 

4 
8 
12 
16 

8 
12 
16 

Due to the processor merging the data inputs are changed 
as presented in Fig. 12. 

"23 

"aa 
b̂ , 

b„ 
K 

6,3 

"?4 

K 

1 1 1 1 
°A3 °33 "13 °13 °4Z °32 °22 °12 °41°31 °21 *"l1 

D O D O 
3.1 Horizontal array 

Horizontal array is obtained when ali processors of the 
first column are merged into processor A, processors of 
the second column into processor B, etc, as presented in 
Fig. 11. Processors perform the same operations, as before 
the transformation, beside that, there is an additional input 
from one of its outputs. 

Figure 12: Data inputs in horizontal array 

3.2 Vertical array 

Vertical array is made when we merge the processors of 
the first rovv into processor A, processors of the second 
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row into processor B, etc, as presented in Fig. 13. Proces- 3.3 Diagonal array 
sors perform the same operations as when they vvere trans-
formed into horizontal array. 

ca 1 2 

5 —* 

^ 
1 
3 

6 

i, 
—i i j - * 

1 ̂  

10 

X ^ 
1 3 1 1 

• 11 

1 4 15 

03 
<- => a 

Figure 13: Transformation into vertical array 

Occupation of processors is presented in Table 7 and 
changed data inputs are presented in Fig. 14. 

Table 7: Processor occupation in vertical array 

1 
2 
3 
4 
5 
6 
7 

17 
18 
19 

A 
1 
2 
3 
4 
1 
2 
3 

B 

5 
6 
7 
8 
5 
6 

8 

C 

9 
10 
11 
12 
9 

11 
12 

D 

13 
14 
15 
16 

14 
15 
16 

= " L J , - . L > I : ^,o:ija,a::r]—[D]3 

Figure 14: Data inputs in vertical aiTay 

Actually there is no significant difference between hor­
izontal and vertical transformation, since aH piocessors in 
tvvo-dimensional array perform the same operations. Thus, 
it is insignificant what the contraction direction is, hovvever 
we can choose which coefficients are delayed when enter-
ing the array. 

Figure 15: Diagonal transformation (n=4, n*=4) 

Due to the square array structure, diagonal transforma­
tion is a bit more complicated. Accoiding to the meiging 
process, there can be different linear soIutions, but only 
some typical will be presented in this paper. 

If there is an even number of processors (e.g., n=4) in a 
tvvo-dimensional array, vve can choose betvveen two possi-
bilities. 

In the first one, as presented in Fig. 15, the processor 
array is transformed as follovvs: processors 9, 13 and 14 
are merged into processor A, processors 1, 5, 10, 11 and 
15 are merged into processor B, processors 2, 6, 7, 12 and 
16 are merged into processor C and processors 3, 4 and 8 
are merged into processor D. So there is even number of 
processor (n*=4) in linear processor array. 

Table 8 represents the occupation of the processors, 
vvhile data inputs are set as presented in Fig. 16. 

In the second čase, there is an odd number of proces­
sors (e.g., n*=5) in the linear aiTay. According to Fig. 15, 
processors are merged as follovvs: processors 9, 13 and 14 
are merged into processor A, processors 5,10 and 15 are 
merged into processor B, processors 1, 6, 11 and 16 are 
merged into processor C, processors 2,7 and 12 are merged 
into processor D and processors 3, 4 and 8 are merged into 
processor E. 

Processor occupation is shovvn in Table 9, vvhile Fig. 17 
presents the data inputs. 

But vvhen there is an odd number of processors (n=5) in 
the tvvo-dimensional array, the linear array consists of odd 
number of processors(n*=5) . The situation is presented in 
Table 10. 

Here processors 11, 16, 21, 22 and 23 are merged into 
processor A, processors 6, 12,17,18 and 24 into processor 
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Table 8: Processor occupation (n=4, n*=4) Table 9: Processor occupation (n=4, n*=5) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
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20 
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14 
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Figure 17: Data inputs (n=4, n*=5) 

Figure 16: Data inputs (n=4, n*=4) 

B, processors 1, 7, 13, 19 and 25 into processor C, proces­
sors 2, 8, 9, 14 and 20 into processor D and processors 3, 
4, 5, 10 and 15 into processor E. 

Data inputs have to be set according to the nevv processor 
utilization, as presented in Fig. 18. 

4 Conclusions 

According to the results, there are important differences 
when transforming original triangular array in different di-
rections and with different mirrorings. The difference is 
in execution tirne, processor utilization and complexity of 
processor's operations. Table 11 represents characteristics 
of n = 4 and n = 5 arrays. Different transformations 
are considered (horizontal, vertical, diagonal, interweaved) 
and different mirrorings (processor A mirrored into proces­

sor B, processors A and B mirrored into processor C, ...). 
Number of steps is the number of systolic cycles needed to 
perform the algorithm. Number of processors is the num­
ber of needed processors, and utilization is their use accor­
ding to the number of steps (min and max utilization repre-
sent smallest and largest utilization of a single processor). 

As it can be seen in Table 11 and Fig. 19, mirroring 
improves the differences betvveen the smallest and largest 
processor utilization in the array. 

Table and figure show these conclusions: 

- The number of steps, to execute the algorithm, in-
creases with the transformation, but the number of 
processors decreases significantly, while their utiliza­
tion is increased. 

- When transforming triangular arrays with even num­
ber of processors in the first row of the array, the best 
transformation is diagonal one vvith mirroring. Diag­
onal transformation is the best even if there is no mir­
roring. 
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Table 10: Processor occupation (n=:5, n*=5) 

1 
2 
3 
4 
5 
6 
7 
g 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 

A 

11 
11 
16 
11 
16 
21 
11 
16 
21 
22 
11 
16 
21 
22 
23 
16 
21 
22 
23 
21 
22 
23 
22 
23 
23 

B 

6 
6 
6 
12 
6 
12 
17 
6 
12 
17 
18 

12 
17 
18 

12 
17 
18 
24 
17 
18 
24 
18 
24 
24 
24 

C 
1 
1 
1 
7 
1 
7 
1 
7 
13 
7 
13 

7 
13 
19 

13 
19 
13 
19 
25 
19 
25 
19 
25 
25 
25 

D 

2 
2 
2 
8 
2 
8 
9 
2 
8 
9 
14 

8 
9 
14 

8 
9 
14 
20 
9 
14 
20 
14 
20 
20 
20 

E 

3 
3 
4 
3 
4 
5 
3 
4 
5 
10 
3 
4 
5 
10 
15 
4 
5 
10 
15 
5 
10 
15 
10 
15 
15 

- When transforming triangular arrays with odd num­
ber of processors in the first row of the array, the best 
transformation is interweaved, while it offers largest 
utilization and needs only a few processors. 

- When transforming square arrays any transformation 
is better than initial array. Since aH processors per-
form the same operations it is irrelevant in which di-
rection we contract the array, but horizontal or vertical 
arrays are much simpler to implement than diagonal. 

- Processor utilization can be even higher if there are 
consecutive multiplication computations used one af-
ter another. 

- In ali untransformed arrays the number of steps is de-
fined as 3n — 2 and the number of processors is 2il̂ —'-
in triangular and n^ in square arrays, where n x n is 
thesizeof matrix. 

- In transformed arrays the number of steps is defined 
as n^ -I- n — 1 and the number of processors is n. 

In some common problems there are very big matrices, 
e.g., 250 X 250, which lead to the large number of pro­
cessors required. Therefore in those cases it is appropriate 
to use also some other techniques with even fewer number 
of processors [5, 10]. 
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Nowadays, telecommunication networks arepassing through a rapid evolution. The introduction of novel 
Services in high-speed networks such as Asyncbronous Transfer Mode (ATM) reguires different handling 
of connections. While real-time applications usually reguire lov/ end-to-end delay and delay jitters, and 
are not very sensitive to loss witliin an acceptable range, there exist applications that reguire very lov/ loss 
rates but are not concerned ofdelay or delay jitters. The concept of designing Multistage IntercoT]nection 
Netvork (MIN) capable of operating with and without celi loss and celi delay sensitiveness can be a rea-
sonable alternative. 
This paper is divided into two subjects. In the first a new switch architecture is depicted. Our proposed 
switching architecture and protocol handles connections' different Quality of Service (QoS) requirements 
with different mechanisms. We introduce four celi types that can be mapped to the existing ATM services. 
The investigation of such a complicated system as an ATM switch, reguires lat of simulation tirne in any 
conservative simulation environment. To achieve shorter simulation tirne, our simulation platform was 
designed for Parallel Discrete Event Simulation (PDES) environment. The extended features and mecha­
nisms of our MIN involves individual Solutions during interaction among processes, which are addressed 
in the second part ofthe articie. 

1 Introduction priority scheduling) is used to ensure the other criteria. 
Multistage Interconnection Netvvorks (MINs) offer a rea-

Communication on Broadband-Integrated Service Digital sonable alternative between cost and performance. Most 
Netvvorks (B-ISDN), such as Asynchronous Transfer Mode recendy, there are growing interests in using MINs as the 
(ATM), demands the network to handle different connec- interconnection structure of the switching nodes of high-
tions differently. In accordance with expectations of end- speed communication netvvorks [11, 12, 13]. MIN is an 
point user, connections of B-ISDN covers voice, data, example of Banyan networks - see Figure 1 -, where suf-
video and image traffic vvithin a single netvvork. The ficiently large buffers are applied at the outputs of the 
introduction of these novel services into high-speed net- Svvitching Elements (SEs), and a priority scheduler is used 
works such as ATM, requires different handling of con- to ensure low delay for delay sensitive traffic. Hovvever, 
nections [5, 12, 17]. The two significant classes of con- in order to meet the very low celi loss ratio requirements 
nections are established by real-time and data applications. buffer spaces need to be increased, which introduces both 
The main difference betvveen these two is based on the celi delay and delay jitters. This architecture has the disadvan-
loss and delay sensitiveness. While real-time like applica- tage of the necessity of large buffers in each SE. 
tions usually tolerate celi loss in order to achieve low delay The counter example can be a backpressure MIN that ušes 
and delay variation, on the other hand data applications re- an additional, two directional communication protocol in 
quirevery lowlossratewith indifferenceindelay anddelay order to stop forvvarding cells when there is not enough 
jitters. free buffering capacity in the next-stage SE. In this way this 
The optimization of a svvitching architecture based upon backpressure mechanism ensures that there vvill be no celi 
the above mentioned two criteria requires different de- losses inside the svvitch. Besides, one must face the prob-
mands. Lovv delay and delay variation can only be achieved lem of maximum achievable throughput, i.e: simple back-
vvith small buffer sizes in the netvvork, but it results in pressure MINs have a theoretical maximum in throughput 
higher celi loss in čase of bursts [17, 18]. As a trade-off be- around 60% of link capacity [13, 17]. 
tween these requirements, svvitches are usually optimized Our proposed architecture mixes tvvo protocols in the same 
for one of these criteria, and some other mechanism (e.g. svvitching fabric in order to be optimized for the differ-

http://ttt.bme.hu
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Table 1: QoS parameters 
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Table 2: Distinguished celi types 

Figure 1: Multistage Interconnection Network (MIN) 

ent type of services. For data applications, a backpres-
sure mechanism is used to reduce celi loss ratio. For real-
time applications, higher priority class is applied with small 
buffers and no backpressure mechanism. 
The proposed switching architecture and protocol is mod-
eled in a parallel simulation environment, where exagger-
ated precautions are necessary because of the mixed proto­
col scheme in order to avoid dead-locks. The rest of this ar-
ticle deals with the performance evaluation of the proposed 
hybrid switch architecture. First, we describe the model 
of our hybrid MIN and identify the requirements put on it. 
Then the simulation environment that has been developed 
for performance analysis is described. Finally, simulation 
results are discussed and conclusions are drawn. 

2 The Model of the Hybrid MIN 
We propose a novel svvitching architecture that can distin-
guish among cells from different kinds of connections in 
celi level. To achieve our goal some modifications was ac-
complished inside the svvitching elements. In this way the 
proposed MIN is capable of operating with loss and delay 
sensitive celi fiovvs simultaneously. Thereby, hybrid MIN 
can make difference among connections inside the svvitch­
ing fabric and efficiently utilizes the performance of the 
switch. 
The concepts for designing a MIN capable of operating 
vvith internal celi loss and vvith backpressure mechanism 
comes from the different Quality of Service (QoS) require-
ments imposed on ATM. There are six QoS parameters de-
fined by the ATM Forum that identifies the end-to-end be-
havior of a connection [1]. As three of these are indepen-
dent of the svvitch architecture, vve only consider Celi Delay 
Variation (CDV), Celi Transfer Delay (CTD) and Celi Loss 
Ratio (CLR) (see Table 1). 
Accordingly, to investigate MINs it vvas necessary to map 
the connection level QoS parameters into a celi level equiv-
alent. We distinguished four types of cells inside our 
svvitching fabric (see Table 2). 
The mapping vvas chosen in order to optimize the favorable 

parameters of each individual MIN type. Loss sensitive-
ness can be handled by the backpressure protocol, vvhile 
low delay and delay jitters can be guaranteed vvith the pri-
ority mechanism. Besides, backpressure mechanism in-
troduces extra delays that can be eliminated by applying 
higher priority class as \vell. 
Further, during the design of the hybrid MIN some nec-
essary architectural constraints vvere to be fulfilled, i.e. 
backpressure MIN architecture requires input port buffer-
ing to support up-to-date information on the available re-
sources [13, 14]. Hovvever, MIN vvith traditional input port 
buffering has significant disadvantage in throughput caused 
by head-of-line blocking [13, 14, 20]. Hence, our svvitch­
ing elements (see Figure 2) consist of both input and output 
buffers. 

tvpeA 
' l i l i 

tvpeB 
INI 

typeA 
INI 

typeB 
, l i l i 
A 

tvpeC 
1 ,s I I IMI 

]̂ ( 7"^ 
v 1 type C 

1/' \ l l l l l l 
^V r " t ypeD 

1 i MIHI 
• 

] svvitching transfer medium | 
input buffers output buffers 

Figure 2: Svvitching Element (SE) 

According to the Figure 2, each celi type has a dedicated 
buffer through every path inside the SE. The tvvo loss sen­
sitive traffic types (A, B) have buffers at the input ports and 
are handled vvith the backpressure protocol, vvhile the de-
lay sensitive cells of type C and D are just forvvarded and 
stored at the output queues or dropped in čase of conges-
tion. 
Besides, at each output port vve use scheduling vvith static 
priority scheme [8]. The service order is C, A, D, B. It 
means vvhenever there is at least one celi in buffer associ-
ated vvith type C, it is served first, otherwise celi is chosen 
according to the priority order. It stands to reason, culling 
a celi from some input buffer is possible if that celi is des-

file:///vell
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tined to the output port where scheduling is being executed. 
Besides, in order to increase efficiency at higher loads, if 
the forwarding of a type A celi was blocked due the back-
pressure mechanism, the server checks for a lower priority 
celi to transmit. On the whole, the forwarding of the C celi 
type is straightforward. 

reguesting server 
station 

service server 
station 

celim 

celi C/D 

Transmission 

T1 i JlO.refluest/REC!.. ^ 

^ . J.2(3.rejectipn/TIM 
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celim 

celim 

Re-Transmission 

T2lT20.re.quest/REQ..^ 

^ T20ayailable/AyA 

Reguested 
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connpletely 
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T2Qaccess/ACC .. ^ : celim ^ 

server is vvaiting server is worl<ing 

Figure 3: Backpressure protocol 

Figure 3 describes the forvvarding of a backpressure celi 
A or B. In the first čase, the requested buffer type is com-
pletely filled, so an access rejection message is sent back to 
the previous stage. Now, if we have a lower priority celi D, 
or a type C celi has arrived during the blocked period, that 
is forwarded instead of the blocked celi. In the second čase 
if the request is confirmed with an available message, the 
original celi is forwarded. 

3 The Parallel Model of Hybrid 
MIN 

Uniprocessor systems are approaching their limit on com-
putation speed. The computation power of such systems 
can not be improved infinitely due to the fact that the speed 
of a signal transmission on a chip is bounded by the speed 
of light [16]. In the last two decades the interests in mul-
tiprocessor systems consisting of hundreds, or even thou-
sands of processors has increased noticeably. The interac-
tion among these processors is realized either by message 
passing or by shared memory [7, 10]. 
For this reason, it seemed a promising directive to reduce 
the MIN's simulation runtime by exploiting parallelism in 
the SNvitching fabric and mapping the simulation program 
onto multiprocessor machines. Moreover, the architecture 
of MINs with their identical switching elements also lends 
themselves for parallel computation. Additionally, paral­
lel simulation is also interesting from an academic point 
of view, because it represents a problem domain that often 
contains substantial amounts of parallelism, yet paradoxi-
cally, it is surprisingly difficult to parallelize in practice. 

In the čase of parallel simulation one can follovv either the 
optimistic or the conservative approach [14]. We chose 
the conservative approach, vvhere no causality errors are 
allovved at ali because of its less complexity. Here one 
must ensure that the execution of events is in strictly non-
decreasing time-stamp order. Hovvever, to ensure this non-
decreasing time-stamp order execution of events in concur-
rently executed threads, processes have to be blocked un-
til it is safe to execute the next event in their event lists. 
Safe means there is no chance to get an event with time-
stamp earlier than the executed one. Hovvever, the blocking 
and invoking of processes can result in circular wait dead-
lock situations that have to be avoided by good design. On 
the other hand, in the optimistic approach where no pre-
cautions are taken to avoid the causality error one has to 
detect and correct it somehow. Usually a roll back mecha­
nism is used to enforce the in-order execution of the critičal 
events. 

generators switching element sinks 

Figure 4: Process oriented simulation model 

The simulator, that we designed is a shared memory model 
conservative parallel simulator, vvhere each svvitching el­
ement vvas mapped to a thread. Consequently ali svvitch­
ing elements have their own local clock that indicates their 
progress in simulated time, state variables that describe the 
State of the system and an event list containing ali pend-
ing events for the specific SE, that have been scheduled but 
have not taken effect yet. The basic component, i.e. a 2x2 
svvitching element connected to traffic generators and sinks 
can be seen in Figure 4. Here the 5 physical objects vvere 
mapped to 5 logical threads of the simulation. 
The simulation model for theBanyan svvitch [11], vvhere no 
backpressure mechanism is used, is quite straightforward. 
In this čase, messages are only passed in the forvvard di-
rection. The very special MIN architecture vvith this unidi-
rectional message passing property requires minimal syn-
chronization among the processes and is very suitable for 
parallel computation [9, 13, 15, 16]. Hovvever, as one can 
not apply infinite message storing capacity among the pro­
cesses, it is necessary to support a minimal synchronization 
among the processes, unfortunately introducing dead-lock 
into this very simple scheme, too [6, 13]. 
The backpressure MIN itself requires very strict synchro-
nization among the stages of the MIN, vvhich results in a 
synchronization at the level of threads also. In order to en­
sure no internal loss vvithin the svvitching fabric backpres­
sure celi forvvarding must adhere to the follovving protocol: 

1. Before a celi transmission is initiated, the sender must 
find out if the receiving buffer contains at least one 
empty slot. This is done by sending a request (REQ) 
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message, and vvaiting for the reply. 

2. When a SE receives a REQ message, it checks for 
empty slots in the corresponding buffer of its input 
ports. If the buffer is not completely filled, an avail-
able (AVA) message is sent back to the sender. Oth-
erwise a tirne indication (TIM) signal is sent with the 
indicator of the earliest time when the desired buffer 
could be released. The switching element can proceed 
with the next event of its event list, but must check 
back to the refused port at the time indicated by the 
TIM message for further REQ message. 

3. The svvitching element must wait for an access (ACC) 
message after it replied an AVA message. 

4. A switching element can onIy send out an ACC mes­
sage if an AVA message has been previously received. 

5. A svvitching element receiving TIM message can pro­
ceed with the next event of its event list, but must 
schedule the re-transmission of the blocked celi at the 
time indicated in TIM message. 

An illustration of the proposed backpressure transmission 
protocol can be seen in Figure 3. 
Because of the almost continuous synchronization among 
the processes the achievable speed-up in backpressure MIN 
simulation is lower than in čase of traditional Banyan 
MIN [11, 13]. In our special čase, we wanted the synchro-
nization to be as loose as possible, so we synchronized the 
processes only when they were playing the backpressure 
handshaking protocol. 
Our backpressure mechanism extends the above detailed 
protocol by utilizing the blocked period. Whenever a 
requesting server receives a TIM message it checks the 
buffers for other celi types. If during the blocked period 
there is at least one celi in other buffers, the scheduling 
mechanism chooses one celi to forward according to the 
priority order. Necessarily, the backpressured celi has to 
be scheduled to re-transmission after the chosen celi leaves 
the SE. 

4.1 Sink and Generator Model 
Celi generators are used in the simulation as traffic sources. 
They can produce celi streams different ways in conformity 
with the modeled traffic source. They can substitute some 
often used arrival types, like Poisson Processes (PP), In-
terrupted and Markov Modulated Poisson Processes (IPP, 
MMPP) and constant arrivals. Constant arrival model is 
used to model Constant Bit Rate (CBR) traffic, Variable 
Bit Rate (VBR) traffic is modeled by PP, IPP or MMPP 
depending on its characteristics. A generator connected to 
an iniet of the MIN can produce ali our four celi types act-
ing like a multiplexer at the same time. With this we reduce 
the numberofconcurrentlyrunning processes, thus aiso re-
ducing the complexity. Sinks are onIy used in our model to 
gather performance statistics on MIN's performance. Be-
sides, they also have to participate in transmission protocol 
with the last stage SEs. 

4.2 Switching Element Model 
As \ve already mentioned, switching elements must have 
an event list. However, we decided to distribute our event 
list to the corresponding ports. These event lists are shared 
objects as they are manipulated by tvvo simulation objects 
i.e. the owner and the one the port connects to. As pro­
cesses have to process events in non-decreasing time-stamp 
order, ports have to be sorted to offer the lovvest time-stamp 
event. If any of the input ports are empty, process must be 
halted until a new event arrives at the corresponding port to 
avoid causality error. The processing of the selected event 
depends on its type. DEPARTURE events initiate celi for-
vvarding either vvith backpressure or traditional mechanism. 
After a successful celi transmission a new already buffered 
celi has to be scheduled for transmission. Here, buffers are 
selected according to their priority order see the previous 
section. ARRIVAL event must accept or reject the forward-
ing of a celi depending on the used protocol. After receiv­
ing a celi, it must be queued to the corresponding buffer. 

5 The Simulation Platform 

4 Simulator Model of the Switch 
Architecture 

The simplest investigated architecture consists of a MIN 
svvitching fabric - interconnected switching elements -, celi 
generators and sinks that are connected to the iniets and 
the outlets of the MIN, respectively. The mapping of the 
model onto the parallel simulation is made by the assign-
ment of logical processes to each individual building blocks 
i.e. SEs, generators and sinks. As described earlier, logical 
processes have their local clock, event list and state vari-
ables. Cells are passed through the architecture by model-
ing DEPARTURE and ARRIVAL events of the correspond­
ing celi types. 

The simulator itself was developed in a C-I-+ extension 
called micro (/i) C++ [3, 4]. This extension introduce new 
object types that augment the exciting panoply of control 
flow facilities and provide for lightvveight concurrency on 
single processor and parallel execution on multiprocessor 
computers running the UNIX based operating systems. The 
IJLC++ programming language answers the requirements of 
parallel programming by providing \vide range of possibil-
ities of interaction among different kinds of objects. This 
allovvs the programmer to choose the kind of object best 
suited to the particular problem vvithout having to čope 
vvith communication restrictions. Besides, this program­
ming language facilitates synchronous and asynchronous 
Communications not hiding their details in a system, vvhich 
increases the flexibility. 
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lppHrenS.rŝ  'lili, ',PP§yi€^iL lili II pPfšvfiufeiiPcvf̂  
TEventČišt 11 TBuffer I 

Figure 5: Object model 

The object structure was designed to support simula-
tion of different MIN based ATM svvitching fabrics \vith 
backpressure or traditional forwarding protocols. Both the 
structure and objects' functions are flexible enough to con-
form to these requirements. Each object realizes an organic 
part of duties in the switch. The basic building blocks and 
their connections can be seen in Figure 5. The figure also 
represents the hierarchical structure of objects and how a 
SE and a MIN is constructed. Some objects implement 
only PDES functionality and others realize svvitching func­
tions. As an example the TPort object plays an active part 
of the svvitching providing synchronous and asynchronous 
transmissions of cells. The simulation platform vvas de­
signed to be a flexible and scalable simulation platform 
supporting simulation of different ATM svvitch architec-
tures. It enables the user to easily configure the netvvork 
topology and to implement new functions by deriving ob­
jects from the existing base classes. 
Basically the TSwEleinent object represents a SE. The un-
derlying objects implements specific features for SE and 
the parallel execution as vvell. The TRouting object is re-
sponsible to route cells to the destined outlet. The TPort 
component is designed to keep connection vvith other SEs, 
othervvise it plays the backpressure protocol vvith other 
SE's ports. The objects at Level 5 are destined to store 
cells and events respectively. The levels above the TSvvEle-
ment facilitate to simulate big interconnected svvitching 
netvvorks. 
A Netvvork Configuration File (NCF) vvas designed to au-
tomate topology configurations. By editing this input file, 
one can create a top-dovvn netvvork topology vvithout any 
knovvledge of underlying PDES mechanism. On the other 
hand, experts can easily extend the existing library func­
tions and basic classes to derive nevv, enhanced features. 

Packet generators are used in the simulation as traffic 
sources. They can produce celi streams different ways 
in conformity vvith the modeled traffic source. They can 
act as if they vvere some CBR applications producing celi 
stream vvith constant inter-arrival tirne. To model applica­
tions characterized vvith VBR, generators can produce celi 
streams according to PP vvith arrival rate A. On the other 
hand to model real-time like application, generators bear 
the ability to produce celi streams according to a MMPP 
vvith average sojourn times v^^ and z^^ ,̂ for states 1 and 
2, respectively. When the Markov chain of a real-time ap­
plication is in State i {i = 1, 2), the arrival process from that 
source is Poisson vvith rate Â . The stationary probability 
vector of the Markov chain is: 

e = e i ,e2 
^̂ 2 J^l 

Ul + U2 1^1+ Vi 
(1) 

where Si is the stationary probability in state i. 
The effective arrival rate from one such a source is: 

2 

Ae// = 2^^ ' 
i= l 

X Aj (2) 

In our first experiment we only tested our hybrid MIN 
model against results found in literature. Here vve used 
Poisson generators for ali four celi types. Hovvever, in our 
next experiment in order to be consistent vvith the intro-
duced four celi types (A, B, C and D) vve used different traf­
fic sources in accordance vvith the modeled traffic type. For 
type C cells constant CBR generators vvere used; for type 
A traffic IPP vvere used to emulate rtVBR celi streams; for 
type D cells (rtVBR and nrtVBR) MMPP generators vvere 
used vvhile simple Poisson sources vvere used for celi type 
B. 

7 Numerical Results 

7.1 Experiment 1 
In the first Experiment vve only testified our simulator 
against the results found in related literature [2, 19]. We 
present results for a 8x8 MIN made of 2x2 SEs. We inves-
tigated maximum achievable throughput, delay and delay 
jitters of the different celi types. Besides, vve present some 
results on hovv the buffer allocation influences these charac-
teristics. The throughput of the svvitch architecture is given 
by: 

throughput #of arrived cells 
siinulation tirne 

Service tinie #of porls 
(3) 

vvhere #of arrived cells is the summed number of arrived 
cells at the outputs, simulation tirne is the duration of sim­
ulation, service tirne is the service time of a celi and #of 
ports is the number ofoutput ports. 
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As for the input traffic, we connected 4 generators - one for 
each celi type - through a multiplexer to each input port of 
the MIN. They generated celi streams according to Poisson 
arrivals with identical rate. The aggregated arrival rate of 
the cells are shown in the figures as generator intensity. The 
destinations of the cells were also identically distributed. 
On Figure 6 we show how our hybrid MIN's throughput 
goes compared to an ordinary backpressure MIN. During 
the simulation we applied 4 buffer slots at each input ports 
of the backpressure MIN and 2 buffer slots for each celi 
type inside our hybrid MIN. 
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Figure 6: Throughput comparison between Backpressure 
MIN and our proposed hybrid MIN 

It is quite obvious from the figure, that our hybrid MIN's 
throughput characteristic is better than that of the backpres­
sure. However, we must admit, that it is only true if not the 
type A and B traffics are dominant. In the most extreme 
čase, when we only have the type A and B cells, we would 
obtain the same throughput as a backpressure MIN. Fortu-
nately, this scenario is not typical at aH. 
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Figure 7: Mean Celi Delay for celi types, while buffer size 
for each celi type is 10 

In Figure 7- 8, one can see how our static scheduling works. 
The lowest priority traffic, i.e. the type B cells, is punished 
most according to Figure 7, but stili here we guarantee no 
celi loss inside the svvitching fabric. It can be efficient or 
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Figure 8: Celi Loss Probability 

can reduce the expenses of memories to concentrate big 
buffers only at the ingress ports of the MIN, vvhere the con-
gested cells are backpressed to. 
In Figure 8, we show the celi loss probability of type C and 
D cells. It can be seen that even a buffer capacity of 5 cells 
for the type C traffic can significantly reduce its loss proba-
bility. On the other hand. Figure 8 also shows that the type 
D buffers should be increased in order to achieve lower celi 
loss ratio. 
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Figure 9: Mean Celi Delay for celi type D 

In Figure 9 we present how changing of the applied buffer 
size for ali celi type affects the characteristics of Mean Celi 
Delay for celi type D. As it was excepted the delay in-
creases as the function of applied buffer size. 

7.2 Experiment 2 
Further we investigated, how a finite buffer capacity should 
be partitioned among the different celi types to achieve the 
best performance. Here, we also took into account, beside 
our priority scheme, that we want to minimize the delay 
and delay jitters of the type C and A traffic classes. So we 
kept in mind, that for celi types A and C buffers should be 
smaller than for the types B and D. One of our partition-
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ing scheme is shown in Table 3, where \ve examined four 
buffer partitioning realizations with a capacity of 60 cells 
(Table 3: set 1-4). 

buffer size 
type A 
typeB 
typeC 
typeD 

se t l 
1 
4 
11 
44 

set 2 
2 
9 
10 
39 

set 3 
3 
14 
9 
34 

set 4 
4 
19 
8 

29 

Table 3: Buffer allocation schemes 

From the results shown in Figure 10 and 11, it was in-
teresting to see, that even though the type A celi is ahead 
of the type D celi in the service priority order, it suffered 
higher delays if the backpressure mechanism was in action 
for the most part of the operation (see Figure 10). This can 
be explained by the fact, that if a type A celi was stopped 
forwarding because of the lack of buffer space at the next 
stage, a lower priority type D celi was transmitted if it was 
queued in the system. 
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Figure 10: Mean Celi Delay for Set 1 
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Figure 11: Mean Celi Delay for set 4 

In Set 4, where we allocated more buffers to type A cells, 
their delay went just below the delay of type D cells (Fig­
ure 11). The delay of the type C cells, which vvere the 
highest priority traffic, vvere indifferent to this allocations. 

We found that vvith properly adjusted buffers, one can op-
timize the netvvork performance. One of our recent interesi 
is to investigate, hovv this optimal allocation should be im-
plemented. 
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Figure 12: Throughputs for set 1-4 

Besides the delay characteristics depicted above, we aiso 
examined hovv the throughpul of the overall svvitch vvas af-
fected in these buffer allocations. First, Figure 12 shovvs 
that the throughput curves are linearly increasing functions 
of the offered load for ali celi types bul type B, vvhere we 
experience a breakdovvn similar to the backpressure MlN's 
throughput characteristics. Hovvever this breakdovvn poinl 
vvas dependent on the actual buffer allocation (see Fig­
ure 13). 
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Figure 13: Throughput if celi type B for set 1-4 

7.3 Experiment 3 
After vve testified our simulator and the results in through­
put and delay seemed promising vve started to analyze traf­
fic situations more realistic than in the previous čase. Ali 
the foUovving results are shovvn for 16x16 MlNs. 
We used traffic models shovvn in Table 4 to emulate the dif­
ferent characteristics imposed by the diversity of ATM traf-
fics. The total offered load vvas distributed evenly among 
the different celi types, so only the total offered load is 
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presented in charts further on. The load imposed on the 
svvitching fabric was also symmetric in the means that ali 
destination ports were equaliy preferred. First of aH we in-

type 
A 
B 
C 
D 

Celi streani generators 
Interrupted Poisson Process-rtVBR 

Poisson 
Constant inter-arrival time-CBR 

Markov Modulated Poisson Process-VBR 

Table 4: Streams for celi types 

vestigated the buffer requirements of the real tirne traffic, 
i.e. type C cells as the highest priority traffic. We found 
that in order to satisfy the QoS requirements of the real 
tirne traffic up to 25% of total load we have to allocate at 
least 4 or rather 5 cell-size buffer for this class (See Fig­
ure 14). The delay of this class remained minimal (5 to 7 
celi time) ali the tirne thanks to the static priority applied. 
After we identified the needs of the highest priority traf-
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Figure 14: Celi Loss Probability for the CBR traffic class 

fic, i.e. type C, we tried to configure optimally the buffer 
partitioning between the type A and D celi streams (see 
buffer locations in Figure 2). We further assumed that we 
can only dispose of a finite and pre-defined buffer space to 
be partitioned and vve tried to find an optimal partitioning 
by heuristic methods. The correlated results can be seen in 
Figure 15 and 16. Here the mean delays of A and D cells 
can be seen respectively for different buffer partitioning. 
It can be seen from Figure 15 and 16 that the allocation 
and de-allocation of a few buffer spaces can significantly 
degrade or improve the performance of the respecting celi 
type. It is also clear from the results that one must find 
a trade-off as the improvement of one celi class results in 
the degradation of the other class. Finding the appropri-
ate buffer partitioning is not the least straightforvvard. For 
this reason an adaptive mechanism may be required in the 
SNvitching fabric to adjust the buffer partitioning to the ac-
tual netvvork load in order to achieve optimal performance. 
The study of this question and to determine a metric to be 
optimized is our future plan. Hovvever, as a primary metric 
we used the summa mean delays of the first three priority 
classes i.e. C, A, D to determine a performance descriptor. 
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Figure 15: Mean Celi Delay of celi type A 
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Figure 16: Mean Celi Delay of celi type D 

An example can be seen in Figure 17. These charts vary 
both in the actual offered load and in the realized buffer 
partitioning scheme. To determine the optimal buffer par­
titioning for an offered load, one has to compare ali pos-
sible partitioning settings for the given load to determine 
the optimal settings. However the changing in load may 
result in the need of re-partitioning of buffers in order to 
achieve optimal performance. This comparison is complex 
and time consuming, so vve are seeking for heuristic so-
lutions to maintain optimal buffer partitioning in čase of 
varying loads. 

8 Conclusion 
We have introduced a nevv hybrid protocol MIN, vv'hich can 
support the complete range of traffic types existing in ATM 
netvvorks. We presented some forerunner results as a base 
of our performance analysis in this field. We found the re­
sults good enough for further investigation. We analyzed a 
16x16 MIN with different traffic loads to determine the op­
timal buffer partitioning among different traffic classes. We 
also proposed a performance metric to optimize the buffer 
partitioning for. Our future plan is to further investigate 
the possibilities to determine the optimal buffer partition­
ing and to simulate large ATM switches. 
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Figure 17: Proposed performance metric 
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The purpose ofthis paper is to orient the reader to ihe contemporary scientific stitdy of consciousness. 
One of the most noticeable features of research concerning consciousness is that there are three 
domains of discourse, the physiological, compntational and experiential, each with its own methodology 
and concerns. While confusion is often expressed about what it is that one is discussing, there arefour 
main categories of definitions ofthe term consciousness: consciousnessj is the registration, processing 
and acting on information; behavioural consciousness is the explicit knowledge of one 's situation, 
mental States or actions as demonstrated by one's behaviour; subjective consciousness is the subjective 
stream of thoughts, feelings and sensations that occur for a person; and consciousness is the sense of 
existence of the siibject of mental acts. There are also disparate views concerning consciousness that 
surveys have revealed to be correlated with investigators' beliefs about the natiire of reality along a 
material-transcendent dimension. Those with materialist vie\vs tend to think that only that which is 
physical is real and that consciousness is an emergent property of neural or information-processing 
systems; those with conservatively transcendent views think that there is more to reality than that which 
is physical and emphasize subjective aspects of consciousness; while the extraordinarily transcendent 
conceptualize consciousness as ontologically primitive and plače importance on selftransformation. An 
investigator's contention that she has had anomalous experiences appears to incline her toward a 
transcendent position. The presence ofthese correlations indicates that research programs concerning 
consciousness proceed, not in an unbiased manner, but on the basis of personal beliefs about the nature 
ofreality. Can beliefs change in the course ofthe educational process? Datafrom 129 undergraduate 
students indicates that beliefs about consciousness and realily can move in a transcendent direction in 
classes with an instructor with extraordinarily transcendent beliefs. 

1 Introduction 
There has recently been a great deal of interest observation of behaviour are used in order to gather 
concerning consciousness vvithin the academic knowledge concerning consciousness. Somevvhat 
coiTimunity, yet the research effort has been fragmented disconnected from neuroscience, although often 
with many academics working at cross-purposes to one considered part of the physiological domain, are 
another. What is presented here is an overvievv ofthe discussions ofthe relationship between subatomic events 
contemporary study of consciousness that can serve to and consciousness. This includes discussions of 
provide a context for discussions concerning relationships between quantum mechanics and mind. 
consciousness. This consists of a delineation of three 
domains of discourse, metanalysis of definitions of A second domain of discourse is the computational 
consciousness, a discussion of the beliefs about whereby consciousness is discussed in terms of 
consciousness and reality of consciousness researchers information processing. This is the area of cognitive 
and the results of a study concerning changes in students' science which subsumes primarily the disciplines of 
beliefs that has implications for consciousness research. cognitive psychology and philosophy of mind. In 

practice, it is concerned with cognitive processes such as 
2 Domains of Discourse thlnking, language, memory, problem solving, and 
One of the most noticeable features of research '^'"^f ̂ 'ty. One of two theoretical presuppositions is 
concerning consciousness is that there are three domains "̂ '̂ '̂ '̂ "^"^^'V' that mind results from processes 
of discourse that often have little to do with one another. analogous to those used by computers or that it results 
One domain of discourse, the physiological, is concerned '̂'""^ the parallel distr.buted processing of networks of 

vu J 4. J- f ĵ u u- 1 • I connected units. Know edge is derived from the 
with an understanding of the biological processes , . , , , . . , ,. , , , , . 
involved in consciousness. This is the realm of "bservation ot behaviour, including verbal behaviour, 
neuroscience and the usual methods of biology and and from theoretical analyses. 
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A third domain of discourse is the experiential involving 
phenomenoiogicai, humanistic and transpersonal 
approaches to consciousness. This includes discussion of 
both subjective and private features of consciousness. 
Knovvledge is derived from introspection as well as from 
the accounts of others concerning their experiences. 

The first thing to note about these domains of discourse 
is that they are domains of discourse, not necessarily of 
phenomena. For example, ingestion of a psychedelic 
substance is a physiological event that has specific neural 
effects, such as the stimulation of S2 receptor sites 
(Levinthal 1996), yet has perceptual and cognitive as 
well as experiential effects some of vvhich can be 
profound and persist for years as in the čase of seminary 
students given psilocybin prior to a Good Friday service 
(Doblin 1991). The second thing to note is the lack of 
any widely accepted links betvveen these domains of 
discourse. In fact, there has been considerable attention 
dravvn to the presence of the explanatory gaps betvveen 
these domains vvith much debate concerning the inability 
to account for experience in physiological and 
computational terms. The third thing to note is that, while 
both bodies and experiences seem to be eminently 
accessible to an individual, the "middle" layer, the 
computational, may not exist except as a theoretical 
construct. "Mentalese", the purported formal language of 
the brain, along vvith the necessary axioms and rules of 
classical logic necessary for the processing of 
Information in a manner analogous to that in a computer, 
has been called into question (Barvvise 1986). And 
vvhereas parallel distributed processing models arose 
from neural netvvorks through a process of abstraction, 
they have become so far removed from the actual 
biological processes they initially represented that vvhat it 
is about the brain of vvhich these are models remains to 
be seen (Hanson & Burr 1990, Smolensky 1988). 

3 Definitions of Consciousness 
What are vve talking about vvhen we talk about 
consciousness? There are four main categories of 
referents for the term consciousness as described in 
Barušs (Barušs 1987, 1990, 1992). At the most basic 
level, consciousness 1 is the characteristic of an organism 
in a running state that entails the registration, processing 
and acting on Information as demonstrated by the 
organism's behaviour. Rather than getting into a debate 
about a minimum level of processing, consciousnessi can 
be considered to be a variable. Similarly, rather than 
placing restrictions on the types of organisms that vvould 
qualify, such as larger mammals and humans, one can 
apply the term to any entity that meets these criteria 
keeping in mind that the manner in vvhich they are 
instantiated may differ. That is to say, there is no reason 
to disqualify computers. It is important to note, vvith this 
and some of the other definitions of consciousness, that, 
in spite of some overlap, the concept of consciousness is 
not equivalent to that of avvareness. In particular, 
vvhereas avvareness is a passive property of an organism, 
consciousness has connotations of active agency as 

reflected in discussions concerning free vvill vvithin 
consciousness studies. 

Behavioural consciousness2 designates the use of the 
term consciousness to refer to the explicit knovvledge of 
one's situation, mental states or actions as opposed to 
lack of such avvareness as demonstrated through one's 
behaviour. Subjective consciousness2 refers to the stream 
of thoughts, feelings and sensations that occur for a 
person, some of vvhich are more directly the focus of 
attention than others. It is subjective consciousness2 that 
is most often identified as consciousness (Barušs 1990). 
The problem, of course, is that a person's experiences as 
such are private and inaccessible to the members of a 
scientific community. Behavioural consciousness2 is the 
operationalization of subjective consciousness2 so as to 
make it available for objective study. Conversely, having 
identified objective criteria for consciousness, one could 
infer subjective consciousness2 from the presence of 
behavioural consciousness2. In practice this applies to 
machines, vvhereby one vvould maintain that a machine 
that can pass the Turing test, that is to say, a machine 
behaviourally indistinguishable from a human vvith 
regard to its information-processing capabilities, is 
conscious. While this is clearly a logical error, some 
researchers have insisted that subjective consciousness2 
must be inferred from the presence of behavioural 
consciousness^ (e.g., Lycan 1987). 

There are those vvho have maintained that consciousness 
is more fundamental than indicated in the first three 
referents. That it is not that consciousness is the 
subjective stream of experience but that it is the sense of 
existence that allovvs for the possibility of there being a 
subjective stream at ali. Usually this is accompanied by 
the contentions that there is a self for vvhom experience 
occurs and that states of pure consciousness vvithout 
objects are possible. Thus, consciousnessa is the sense of 
existence of the subject of mental acts. This is a 
definition given in subjective terms vvith no operational 
equivalent although it has sometimes been reified as an 
instance of subjective consciousness2 (e.g., Natsoulas 
1986). 

4 Consciousness Surveys 

It does not take long for someone interested in 
consciousness to notice the disparity of ideas about 
consciousness in the academic literature. These ideas 
appear to foUovv the beliefs of individual investigators, in 
particular, their fundamental beliefs along the material-
transcendent dimension that underlies Western culture 
(Barušs 1990, 1992). In order to empirically test this 
contention, Robert Moore and 1 developed, through a 
number of stages, an instrument that could be used for 
measuring beliefs about consciousness and reality 
(Barušs 1990, Barušs & Moore 1989,1992). 

In an initial study in 1986, vve circulated a consciousness 
questionnaire to academics and professionals chosen on 
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the basis of the likelihood that someone from their 
discipline vvould write about consciousness in the 
academic literature (Barušs 1990). We received 334 
completed copies of the questionnaire. The participants 
had a mean age of 44 years, 27% vvere vvomen, 67% had 
obtained a doctorate, 42% vvere allied vvith psychology, 
12% with physics, 6% vvith philosophy, while smaller 
numbers represented a variety of other disciplines 
(Barušs & Moore 1992). A materiai-transcendent 
dimension clearly emerged with items about reality and 
consciousness intertvvined vvith one another. 

The material pole of this dimension is characterized by 
agreement vvith statements that reality is physical in 
nature and that science is the proper way in vvhich to 
knovv it. Consciousness is thought to emerge from neural 
activity or Information processing, to always be about 
something, and is defined as consciousnessi or 
behavioural consciousness^. A conservatively 
transcendent position is defined by importance placed on 
meaning in life and adherence to traditional religious 
beliefs. Subjective aspects of consciousness are 
emphasized vvith subjective consciousness2 and 
consciousnesss as preferred defmitions. Not surprisingly, 
consciousness is perceived to give meaning to life and to 
provide evidence of a spiritual reality. At the 
transcendent pole is an extraordinarily transcendent 
position whereby not only is the ontological hegemony 
of physical reality questioned but relegated to the status 
of a byproduct of consciousness. Respondents tending 
tovvard this position vvere more likely to claim to have 
had anomalous experiences such as out-of-body 
experiences, to believe in paranormal phenomena such as 
extrasensory perception and the continuation of life after 
death, and to find value in inner exploration. Universal 
consciousness is the goal of self-transformation as vvell 
as the key that makes the process of change possible. 
Rather than defmitions that apply to the vvaking state of 
consciousness, altered states of consciousness are 
emphasized (Barušs 1990, 1992; Barušs & Moore 1989, 
1992). 

Using a more recent version of the initial instrument, 
called the Beliefs About Consciousness and Reality 
Questionnaire, a consciousness survey vvas conducted of 
participants at the scientific meeting Tovvard a Science of 
Consciousness 1996 'Tucson 11'. Tvvo hundred and 
tvvelve completed questionnaires vvere received of vvhich 
29% vvere from vvomen and 56% from those vvho had 
earned a doctorate. The mean age of respondents vvas 50. 
A broad range of disciplinary categories from the natural 
Sciences to arts and humanities vvas represented. The 
overall score of 18.3 on the global Transcendentalism 
scale vvas higher than that of 1.2 for the 1986 sample 
vvith a range of possible scores from Si 14 to 114. This 
may be due to a younger cohort for the 1996 study or to 
more transcendent beliefs of researchers vvith an actual 
rather than possible interest in consciousness. Those vvith 
an interest in neural correlates of consciousness tended to 
have lovv scores while those vvith an interest in 

phenomenology and culture had high scores. Thus the 
domains of discourse concerning consciousness are 
dominated by particular beliefs. Physiological aspects of 
consciousness are likely to be discussed by materialists 
vvhile experiential aspects by transcendentalists (Barušs 
& Moore 1998). 

While it is often thought that science should proceed 
vvithout interference from the biases of the scientists 
carrying out the research, such is clearly not the čase for 
consciousness studies. In particular, an investigator's 
contention that she has had anomalous experiences such 
as mystical or out-of-body experiences appears to incline 
her tovvard a transcendent position vvith its attendant 
emphasis on the primacy of consciousness. This 
dependence is not surprising given that the study of 
consciousness is concerned vvith subjective experiences 
that are accessible as such only to each investigator for 
herself (Barušs 1990, 1992, 1996). 

5 Changes in Students' Beliefs 

Given the importance of beliefs about consciousness and 
reality for the study of consciousness, a question arises 
concerning the conditions under vvhich a person's beliefs 
about consciousness and reality vvould change. One 
situation in vvhich they could change may be a university 
course in vvhich transcendental issues are explicitly 
addressed as part of the course curriculum. Such a 
situation vvas presented in some of the classes taught by 
the author. Students' spontaneous comments concerning 
the courses had indicated that, in some cases, their beliefs 
had changed. Hence, in a continuation of our earlier 
research, Robert Moore and 1 decided to document those 
changes. It vvas hypothesized that students' beliefs vvould 
move in the direction of their instructors' beliefs. 

For the 1995S96 and 1996-97 school years, students in 
my undergraduate Mumanistic Psychology and 
Consciousness courses, taught at a small, Canadian, 
liberal arts, Catholic coUege, vvere given the Beliefs 
About Consciousness and Reality Questionnaire at the 
beginning of classes in September, around the time of the 
mid-year examination in December and again around the 
time of the final examination in April. Students in these 
classes vvere presented vvith data challenging materialist 
assumptions about the nature of reality and vvere required 
to understand the substance of transcendentalist 
arguments. Also during 1995-96 students in a 
Psychology of Creativity class taught by another 
instructor at the same institution and students in an 
Introductory Psychology course taught by yet another 
instructor at a separate but comparable small, Canadian, 
liberal arts, Catholic university vvere also administered 
the questionnaire using the same schedule. In addition, 
during the 1996-97 school year, students in my 
undergraduate Statistics for Psychology course vvere 
included in the study in the same nianner as the others. In 
ali cases, students vvere assured that their responses to the 
questionnaire vvould not be observed until ali grades for 
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the course had been submitted. 

Analysis of the reliability of the Transcendentalism scale 
of the Beliefs About Consciousness and Reality 
Questionnaire using ali of the študent data gives values 
for Cronbach's alpha of .88 (n = 220), .89 (n = 145) and 
.92 (rt = 141) for each of the consecutive administrations. 
Thus, the instrument has good reliability when 
administered to students. Changes in students' beliefs 
betvveen the initial and final administrations of the 
questionnaire for students who completed it on both of 
those occasions are given in Table 1. 

Table 1 

Clearly there are many influences on a students' beliefs 
of which an instructor's beliefs in a single course are 
only one possibility. The data indicate that there may be 
an institutional effect of moving students 
tovvard transcendent beliefs irrespective of the beliefs of 
single individual instructors at the particular college at 
which 1 and the Psychology of Creativity instructor 
teach. The effect was not observed at the university at 
which the ]ntroductory Psychology course was taught. 
Alternatively, since the effect was only observed for 
courses that 1 teach it may be that I have an effect on 
students' beliefs without explicit discussion of 
transcendental issues that overrides other influences on 

JVithin Subjects Analysis of Variance for Changes in Students' Scores on Transcendentalism Scale of 
Beliefs About Consciousness and Reality Questionnaire 

Class 

Humanistic & 
Consciousness 

Statistics 

Instructor 

Introductory 

Instructor 

Creativity 

Instructor 

Years 

1995-96 & 
1996-97 

1996-97 

1995-96 

1995-96 

1995-96 

1995-96 

1995-96 

A' 

41 

24 

1 

57 

1 

7 

1 

Initial 

M 

31.10 

24.25 

74.00 

13.51 

45.00 

35.50 

20.50 

SD 

32.06 

21.66 

18.65 

14.69 

Final 

M 

45.72 

33.96 

81.00 

14.16 

43.50 

43.93 

23.50 

SD 

33.60 

24.31 

19.15 

21.56 

F 

21.19* 

24.01* 

0.13 

1.45 

*significance levelp < .0005. 

n refers to the number of participants 
A/refers to the mean score on the Transcendentalism Scale 
SD refers to the standard deviation 
F refers to the F test statistic for within subjects analysis of variance 

While high to begin with, as expected, students' scores in 
my Humanistic Psychology and Consciousness classes 
moved in the transcendent direction during the school 
year. Students' scores in the Introductory Psychology 
course remained the same despite the fact that the 
instructor's scores were numerically higher than the class 
mean. Students' scores in the Psychology of Creativity 
class increased numerically although not to a statistically 
significant degree, despite class means numerically 
higher than the instructor's scores. Surprisingly, 
students' scores in my Statistics for Psychology course 
also moved in the transcendent direction even though 
there was no explicit discussion of transcendental issues 
in that class. 

students. In either čase, what the data reveal is that 
beliefs about consciousness and reality can change 
during an undergraduate course, at least as measured by 
the Beliefs About Consciousness and Reality 
Questionnaire and that more research is needed to 
understand the reasons for the changes that occur. 

This research has implications for the study of 
consciousness. What one talks about, what definitions 
one is willing to adopt and what attributes consciousness 
may have are tied to beliefs about consciousness and 
reality of the investigators doing the talking. In addition 
to anomalous experiences, education may influence the 
beliefs of investigators and hence appears to play a 
significant role in contemporary consciousness studies. 
Those entrained in materialist interpretations of reality 
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and those exposed to transcendentalist arguments may 
reflect the respective biases of their instructors in their 
research. This is an issue of fundamental importance for 
the study of consciousness. 
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Any discrete (closed) binary, or Boolean, space is recursive. Thal is, if ihe outputs of functions are 
repeatedly forward-fed into those functions, those outputs will present themselves again for processing. 
That is, the fidl functionality of an operator reproduces itself Each ofthe 16 operators, or functions, in 
a two variable system is a self- maintaining (homeostatic) automaton in logical space. The homeostatic 
character ofthe funcl ion is displayed by thal recursion. As larger binary spaces are comprised ofthe 
functions (partial or complete), functional recursion may open the way to analysing basins of attraction 
in spaces produced by the random concatenation of operators to reveal the character of pattern 
generation. Further, recursion of binary logical operators may have correlates in biological neural 
networks: 

1 Synopsis 
Any discrete (closed) binary, or Boolean, space is 
recursive. That is, if the outputs of functions are 
repeatedly forward-fed into those functions, those 
outputs will present themselves again for processing. 
That is, the fuU functionality of an operator reproduces 
itself. Each of the 16 operators, or functions, in a two 
variable system is a self- maintaining (homeostatic) 
automaton in logical space. The homeostatic character of 
the function is displayed by that recursion. As larger 
binary spaces are comprised of the functions (partial or 
complete), 1 suggest that functional recursion may open 
the way to analysing basins of attraction in spaces 
produced by the random concatenation of operators to 
reveal the character of pattern generation. Further, 
recursion of binary logical operators may have correlates 
in biological neural networks. Two issues emerge about 
how to approach pattern analysis in binai^ space. 

First, the way each operator renders an environment 
displays its Information processing character and 
efficiency. The character of a function's recursion is 
revealed by its outputs, and efficiency is measured by 
how rapidly an operator manages the complexity of the 
other functions it processes. (There is no issue of 
accuracy in such a measurement, since the outcome is 
deterministic.) Both character and efficiency may be 
components in discovering the sources of patterns in 
basins of attraction or deciphering what appears to be 
noise in digital space. 

Second, prioritisation schemes in a parenthesis-free 
notation might be based on such an efficiency in order to 

measure overall computational efficiency in the system. 
Ranking of operators in a parenthesis-free (ungrouped) 
expression based on Information processing efficiency 
also may be a means for exploring the basis of efficient 
logical thinking, or how fast a person can process logical 
alternatives to arrive at a correct conclusion. 

2 The system's syntax - Structure of 
the function 

There are 16 operators generated from a binary 
relationship schema, each operator being a function with 
a specific degree of complexity, as will be discussed 
informally below. We obtain descriptions of functions 
\vith the permutations of symbols, such as O and 1 (00, 
01,10, and 11), resulting in a logical space (table of 
functional completeness) in the form of a 4 ro\v by 16-
column table, with each column headed by functions to 
through f|5. I use the symbol set {0,1} to indicate 
columns that start with 0000 under the fo operator and 
end with 1111 under f|5. This vvould be O through F in 
hexadecimal. 

Iv, 
0 

1 0 
| o 
1 0 

If, 
|o 
|o 
|o 
11 

\h 
0... 

.0,. 
1 

|o 

h 
0 
0 

1 
1 

hv 
0... 

..1.. 
0... 

„0,.. 

fs 
.p,.„ 
1 

|o 
\ 

l.f... 
LP.,.. 

.1... 
1 

1,0,, 

1,̂ 7., 
0 
1 

ll. 
1 

\h 
1.1 
1,0, 
|o 
|o 

»9 

1 

0,. 

|o 
1,1, 

|f,o 

ll 
|o 
l l . 
|o 

Ifu 
ll 
|o 
1,1,, 
ll 

ki2 

\x 
1 

|o 
1,0,.,, 

f|3 

ll 
l l 
|o 
ll 

|f,4 

lj 
1,1, 

1 

lp. 

f,5 

l „ l „ , . 

1,1, 
ll,. 
l„,L 

Figure 1: Table of Functional Completeness. 
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Ali 16 relationships display how the first element is 
related to the second for each permutation of O and 1. 
For example, 0011 (the "O" often regarded as a "false," 
and 1 as "true") can be related to 0101 as 0111, and we 
call the relationship "or" (O or O = O, O or 1 = 1, etc). 
Each function, then, is an ordered set of four elements. 
Note also that 0011 (or {0011}) is fj and 0101 is fj. In 
standard truth table form using placeholders p and q for 
the functions fj and fs, respectively and systematically 
displaying aH four permutations of O and 1 in a binary 
relationship, f-j is: 

n 
0 
0 
1 
1 

^ H 
hI 0 1 
1 1 1 

p or q 
0 
1 
1 
I 

Figure 2: Permutations of O and 1. 

Each row of the function is a "deductive instance," where 
there is a description of a specific relationship between 
two points in space-time. The third rovv for exaniple has 
the deductive instances of 1 and O to yield 1. 

The functions, or operators, both process Information in 
logical space, and are, themselves, units of Information. 
Alpha characters are placeholders, or the variables, for 
functions, as in p v (q 3 r), where the number of rovvs in 
the "truth table" rendition of the expression equals 2", n 
being the number of variables. With p * q, the number of 
rows required to describe a function completely equals 
four, where * is any function consisting of the four bits 
representing particular deductive instances. P * q * r 
requires eight rovvs; p * q * r * s needs 16 rovvs, and so 
forth. As soon as one determines the number of 
placeholders for values, the size of logical space is 
automatically determined, as vvell. Hovvever, the 4 rovvs 
by 16 columns logical space is the basic building block 
of these larger logical spaces, as may be seen by 
inspection. There are tvvo types of logical space: pre-
determined and sequentially ordered by the number of 
variables (as illustrated above), and space resulting from 
operations (such as a "truth table" computation). In a 
formal deductive proof, premises, including expressions 
of coupled functions, imply conclusions by the means of 
rules (axioms, inference rules, and equivalences). It must 
be borne in mind that every premise, intermediate 
expression, and conclusion in a proof is a function. 

3 The system 
The system in vvhich the functions, or operators, perform 
is closed, and both functions and system seek to maintain 
integrity. Disorder, the breakdovvn in explicit placement 
of elements, results when the system accepts Information 
not already found vvithin its universe; certainty turns to 
probability. Deduction is a closed process, vvhere any 
fiinction or coupling of functions as a rule or rules, and 
entities upon vvhich those rules act, yields a result 

predetermined by that coupling. (Recall that a function 
also is Information.) In common parlance, "if the 
premises are true, the conclusion must be, as vvell." 
There are tvvo aspects of deduction. First, there is system 
deduction, vvhere an introduction of Information outside 
the system, such as a function other than the ones vvithin 
the system or an arbitrary extension of logical space vvith 
other functions disorders the system. A second aspect 
concerns maintaining the integrity of structures vvithin 
the system. This could be called subsystem deduction. 

4 Functional Recursion 
If the operator is continuously "fed" tvvo functions at a 
time vvithout regard to previous output, there will result a 
logical space vvith a pattern (Wuensche and Kauffman, 
Chapter 5). Since each output is binary, it vvill be found 
as a column in logical space, hence contained vvithin the 
system and deducible. It is not nevv Information. 

Emerging patterns from these ostensibly randomly 
coupled operations in a closed system suggest a way of 
discovering the nature of that reputed randomness. If we 
can plače restrictions on how the Information is given to 
the operator, vve can see that the repetitive character of 
the operators vvithin the space shovvs functional self-
maintenance. 

By feeding the outputs back to the four-digit operator as 
inputs, the outputs eventually vvill be repetitive, meaning 
that the function has stabilized. A systems analysis vievv 
provides a reason for this. Think of a binary relationship, 
such as p & q as being an atomic proof, that is, "{0011} 
and {0101}. Therefore {0001}." A deductive logic 
proof seeks stability. In the čase of self-maintenance, the 
proof vvill accept Information (other functions) as 
premises and process them, ultimately reaching a goal 
State of stabilization, vvhere the output is a repetition of 
the input. Feeding this input back into the proof as 
premises simply repeats the proof For both the function 
and proof, there is no longer produced any nevv 
Information, there being be stabilization, the function(s) 
having reached the goal or deductive state. A full 
complement of Information has been processed by the 
function. A system (be it a single operator interacting 
vvith other operators or a proof) that interacts vvith its 
environment and maintains itself in a state of equilibrium 
is called a homeostatic automaton. The next section 
describes its mechanics. 

5 Structure and process of the 
binary homeostatic automaton 

Keeping vvith our designation of p and q variables as 
placeholders for functions [f«(p, q)], the recursion, using 
fo as an example vvorks in the follovving manner. (Note 
that each function is an ordered set.) 

If2(f3,f5) = f2: {0010}({0011}, {0101})= {0010} 
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2a. f2(f2, fj) = f2: {0010}({0010}, {0101}) = {0010} = 
{0010} The "p" half terminates, since the output off2 
is a repetition of a previous output, f2, and its 
reprocessing as an input obviously wiil result in 
another repetition of f2. 

2b. fzCfs, f2) = fi: {0010}({0011}, {0010}) ={0001} 
(Note that the order to be evaluated is f^, fi, and "NOT f2, 
f3) 

3a. f2(f|,f5) = fo: {0010}({0001}, {0101}) = {0010} = 
{0010} This half now is fo, by virtue of 2b and 
continues on with f2(fo,f5) and f2(f5,fo). 

3b. f2(f3,fi) = f2: {0010}({0011}, {0001}) = {0010} 
This half terminates with fi, by virtue of 2b. 

The function is unstable ultimately for only four 
iterations. 

A State diagram exhibiting its homeostatic behaviour 
may represent each operator. For example, these are the 
State diagrams and graphs for the f; and fg homeostatic 
functions. 

£ 

1 
1 

f,(f„f5)-> f3 

m,s>)-^h 

Itcriition 1 
MW5)->f,l 

mM -»frs 

mM ->f,5i 

f9(f3,f5) ^ f , l 

Itcratioii 2 

{•AdM -^ fs 

HUls) -*f3 

Iteratioii 3 
f,(f5,f5) -»f,5| 

f,(f3,f5) =>f.| 

f,(f3,f5) ->(.„ 

UhM ->f,.s| 

Branchings f , ( f3,f5)^ fv 

Iteration 1 
f7(f7,f5) ^ f v 

f7(f3,f7) ^ f 7 | 

Figure 3: State Diagram for f7. 

Every time a set of p and q variables is used, there is 
created a branch, or divergence. In f^ there are two 
branches, one for the fj function in the p placeholder, and 
the other for the f7 in the q placeholder. The graph for t? 
is: 

(f7(f3,f7)=f7j— 

F7 

-/f7(f7,f5)=f7j 

-/f7(f3,f7)=f7j 

" ^ 

Figure 4: Graph for f? 

The State diagram for fg is: 

Figure 5: State Diagram for fg 

In fg, there is one branch for the p side of the diagram, 
but there are ultirnately three branches, or divergences on 
the q side. The graph for fg is: 

Figure 6: Graph for fg. 

Each of the 16 functions is recursive, i.e., f. (f^, fs). 
Furthermore any function over any other two functions, 
f'(fn,fp) is recursive, as well, because there can be only a 
maximum of 16 iterations (only 16 unique functions) on 
any branch before there is a repetition of one of the 
previous. Perforce, even if there are 16 unioue outputs 
on a branch, there is repetition on the 17' iteration. 
Because of this, no function can have more than sixteen 
iterations. 

Diagrammatically, 

For the p side; 
F*(fp, fq) = fa 
F*(fa, fq) = fb 
F*(fb, fq) = fc 

Max F*(iT3<16, fq) 
before there is repetition 

For the q side: 
F*(fp, fq) = fa 

F*(fp, fa) = fb 
F*(fp, fb) = fc 

MaxF*(fp, fq<16) 
before there is 
repetition 

Figure 7: Maximum Iterations is 16. 
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The number of times a function receives input before it 
repeating the output (number of iterations) and how 
much information or logical space the operator consumes 
(number of "sub-functions" generated by each iteration) 
will vary with the function. So, f|3 may process fs and fs 
recursively for three iterations and terminale, but fs might 
take seven iterations. The same initiai information is 
processed, but the state diagram shows the other areas of 
logical space involved, thus giving the function an 
"anatomical description" of its attempt to gain 
homeostasis. The two vector components are the number 
of branches, or divergences, at each iteration (node 
creations) and number of iterations required to reach 
equilibrium, the point where the function is stabilized 
and starts repeating its outputs. Each operator has a 
different complexity and can be ordered according to its 
vector descriptions. In terms of computational 
efficiency, a function has to process a quantity of 
information (or it only has to process that much less 
information) to maintain itself as a homeostatic 
automaton. (To symbolically describe a function, one 
might take the Cartesian product of the differentials of 
both the X and Y components of the function.) A 
question is whether the same efficiency exists for the 
function acting recursively over any two initiai functions 
other than f^ and fs 

6 Recursion of Discrete Binary 
Spaces 

A discrete binary space is an n-dimensional bounded area 
in vvhich each component assumes exclusively either of 
two values, conditions, or states. Thus, each of the 16 
functions discussed above occupy a discrete binary 
space. In larger discrete spaces, randomly generated bit 
streams display "basins of attraction," or repeating 
functions, according to Wuensche and Kauffman. 
Inasmuch as such basins are repetitive and are comprised 
of binary functions, it vvould reasonable to ask if the 
recursive characteristics of those functions discussed 
above would also apply to these spaces and be useful in 
understanding the repetitions within those spaces. 

Essentially, the methodology is the same for examining 
any n-dimensional space recursively as is vvith the 
individual functions. Following is an informal 
presentation of this approach to spaces of two or more 
dimensions. It is not meant not to be a complete 
discussion but illustrative. There are three ways in 
vvhich a discrete binary space can be shown to be 
recursive. 

• First, since the space is composed of one or 
more of the 16 functions and because functions 
are recursive, vve see that the space, then, is 
recursive. 

• Second, because f.(fp̂  f,,) is recursive, any 
column of the space can act over the next two 
columns recursively. 

• Third, the environment for an n-dimensional 
space consists of the permutations of bits of that 
space. For example each function as a one 
dimension has as its environment, 2*, or 16 
permutations. An i by j matrix has 2'-' 
permutations as its environment. To examine 
the recursive character of a space: 

1. f*(AS, PS) = NS, where f* is one of sixteen functions, 
AS is the initiai space being examined, PS is one of the 
possible spaces, and NS is the resulting space. In matrix 
notation, where AS, PS, and NS are matrices: |AS| * |PS| 
= |NS|. 

Recursively: 

2A. P(NS, PS) = NS, or |NS| * |PS| = |NS| first branch 

2B f»(PS, NS) = NS, or |PS| * |NS| = |NS| second branch 
for each of the 16 functions, resulting in 16(2'-' ) 
generations. 

7 Character of Attractors - Starting 
point for analysis 

Whenever a function produces an output previously 
produced, there is begun a cycle that has been previously 
iterated. This repetition point forms the basis of an 
attractor. Every function operating over tvvo other 
functions results in one of more emerging attractors. 
While it seems that logical operators are randomly 
coupled to produce patterns, it vvould be interesting to 
see what patterns emerge if the operators vvere coupled 
according to an empirically determined scheme based 
upon a specific ordering of operators. (Horne, 1997) 

A concept of information processing efflciency of each 
operator may be used to disassemble the recursive 
process vvithin the larger spaces and the boundaries 
betvveen patterned and chaotic space. To do this requires 
affixing an order of operators based upon a standard, a 
subject for fuither research. A starting point vvould be to 
examine how many iterations it vvould take for each 
function to process inputs f^ and f^. From the above, the 
functions could be ranked according to the number of 
iterations required to process f^ and f^. Thus, fo, f|, fj, fs, 
f^,, and fis might be ranked co-equally and most efficient 
in maintaining themselves,, since each has only one 
iteration. Those functions having tvvo iterations, fjo and 
fi2, vvould be the next most efficient, and so forth. 
Taking into account the number and type of branches 
could be a factor in a function's complexity and bear on 
hovv it processes its environment. 

8 Ramifications and applications of 
theory - avenues for expIoration 

A discrete binary space is comprised of elements having 
one of tvvo possible conditions, a factor of great import. 
Any phenomenon that can be digitised is subject to 
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recursive analysis. Both ordered and unordered 
phenomena can be digitised and set in a discrete binary 
space. Sunspot activity, waves, and background "noise" 
are candidates. Every piece of computer code, vvhatever 
the language, can be reduced to machine language, Os 
and Is, meaning that every computer program is a 
discrete binary space. To say that a discrete binary space 
is recursive is to say, also, that any computer program is 
recursive and can reproduce itself 

How would one determine whether there is order, or 
pattern, vvithin any discrete binary space? There are 
attraction points found vvithin autonomous random 
Boolean networi<; (BN) state-space (Kauffman 1993, 
Chapter 5). With respect to ordering in Boolean 
coniplexity, it can be demonstrated that numerous 
random couplings of operations result in patterns 
resembiing those of cellular automatons (VVuensche 
1993, passim). By "dissecting" these spaces by 
functional recursion, it may be possible to discover the 
nature of any attractors and dispel any notion that the 
patterns were generated "randomly." Too, spaces 
without any discernible pattern might also be analysed 
vvith recursion. 

9 Summary 
Any discrete binary space can repeat itself because it is 
composed of one or more of the 16 binary logical 
functions that are recursive. The reason fed-back four bit 
functions repeat themselves is the same as for the more 
than four bit functions, as the latter are composed of the 
former. (Partial functions - three or fewer digits - are 
repeatable, albeit the graphs are more complicated. Each 
possible outcome has to be graphed. {001}, for example 
vvould require graphs for {0010} and {0011}.) A 
discrete binary space as a homeostatic automaton 
processes its initial environment, thereby producing 
outputs that, ipso facio, change the character of the 
environment. The discrete space processes the changed 
environment, and, in the course of doing so, tries to 
maintain itself After a number of iterations, if the initial 
function (or space) is homeostatic, it will stabilize, 
evidenced by repeating outputs characteristic of how it 
processes the environment. Discrete binary spaces may 
be analysable vvith the recursion method; a larger space 
reputedly randomly generated and containing a pattern 
may be analysable vvith functional recursion and may not 
be random at ali 

A number of actual situations arise vvhere binary 
grouping is at issue in analysing spaces. Some operators 
may be more efficient than others in the vvay they 
process Information and maintain themselves in the 
environment. Logic and automatons seem to describe 
how neural pulses behave (Hameroff and Penrose. 
passim) and a question is vvhether operational ordering 
vvould make a difference in hovv binary patterns emerge 
from the surface of neuronal microtubules. Basins of 
attraction may bear a relation to cellular automatons, or 
electroencephalograms (EEG), as suggested by 

Wuensche. (Wuensche 1993, p.H) EEGs may be 
correlated vvith temporal coding in neural populations, 
since neural nets operate in groups to process 
Information, and a temporality enters in Information 
processing. (Fetz p. 1901) If temporality is important in 
neuronal Information and logical operations can be 
correlated to EEGs, then, logical operations are 
temporally bound. Further, neural netvvorks "...exhibit 
emergent properties such as ... generation of distinct 
outputs depending on input strength and duration, and 
self-sustaining feedback loops." (Bhalla and Iyengar, p. 
381) If mapped to biological neural structures, binary 
recursion as discussed above, becomes immediately 
relevant. To add to the space-time theme, I have argued 
elsevvhere that the values of O and I are representations 
of vvave function collapse, similar to "truth tables." 
(Horne.1997) 

As can be seen above, there is a philosophical and 
theoretical side to the structure of binary logic. It is a bit 
(not only a pun) more than a crude device used for 
ordinai"y language transiation. 
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http://www.mzt.si, e-mail: info@mzt.si 
Minister: Lojze Marinčel«, Ph.D. 

Slovenia realises that that its intellectual potential and ali 
activities connected with its beautiful country are the basis 
for its future development. Therefore, the country has to 
give priority to the development of knowledge in ali fields. 
The Slovenian government ušes a variety of Instruments 
to encourage scientific research and technological develop­
ment and to transfer the results of research and develop­
ment to the economy and other parts of society. 

The Ministry of Science and Technology is responsi-
ble, in co-operation with other ministries, for most public 
programmes in the fields of science and technology. Within 
the Ministry of Science and Technology the following of-
fices also operate: 
Slovenian Intellectual Property Office (SIPO) is in 
charge of industrial property, including the protection of 
patents, industrial designs, trademarks, copyright and re-
lated rights, and the collective administration of authorship. 
The Office began operating in 1992 - after the Slovenian 
Law on Industrial Property was passed. 

The Standards and Metrology Institute of the Republic 
of Slovenia (SMIS) By establishing and managingthe sys-
tems of metrology, standardisation, conformity assessment, 
and the Slovenian Award for Business Excellence, SMIS 
ensures the basic quality elements enabling the Slovenian 
economy to become competitive on the global market, 
and Slovenian society to achieve International recognition, 
along with the protection of Iife, health and the environ-
ment. 

Office of the Slovenian National Commission for UN­
ESCO is responsible for affairs involving Slovenia's co-
operation with UNESCO, the United Nations Educational, 
Scientific and Cultural Organisation, the implementation of 
UNESCO's goals in Slovenia, and co-operation with Na­
tional commissions and bodies in other countries and with 
non- governmental organisations. 

General Approaches - Science PoIicy 
Educating top-quality researchers/experts and increasing 
their number, increasing the extent of research activity and 
achieving a balanced coverage of aH the basic scientific dis-
ciplines necessary for: 
- quality undergraduate and postgraduate education, 
- the effective transfer and dissemination of knowledge 
from abroad, 
- cultural, social and material development, 
- promoting the application of science for national needs, 
- promoting the transfer of R&D results into production and 
to the market. 

- achieving stronger integration of research into the net-
works of International co-operation (resulting in the com-
plete internationalisation of science and partly of higher ed­
ucation), 
- broadening and deepening public understanding of sci­
ence (long-term popularisation of science, particularly 
among the young). 

General Approaches - Technology Policy 
- promotion of R&D co-operation among enterprises, as 
well as between enterprises and the public sector, 
- strengthening of the investment capacities of enterprises, 
- strengthening of the innovation potential of enterprises, 
- creation of an innovation-oriented legal and general soci-
etal framework, 
- supporting the banking sector in financing innovation-
orientated and export-orientated business 
- development of bilateral and multilateral strategic al-
liances, 
- establishment of ties between the Slovenian R&D sector 
and foreign industry, 
- accelerated development of professional education and 
the education of adults, 
- protection of industrial and intellectual property. 

An increase of total invested assets in R&D to about 
2.5% of GDP by the year 2000 is planned (of this, half is 
to be obtained from public sources, with the remainder to 
come from the private sector). Regarding the development 
of technology, Slovenia is one of the most technologically 
advanced in Central Europe and has a well-developed re­
search infrastructure. This has led to a significant growth 
in the export of high-tech goods. There is also a continued 
emphasis on the development of R&D across a wide field 
which is leading to the foundation and construction of tech-
nology parks (high -tech business incubators), technology 
centres (technology-transferunits within public R&D insti-
tutions) and small private enterprise centres for research. 

R&D Human Potential 
There are about 750 R&D groups in the public and pri­
vate sector, of which 102 research groups are at 17 govern­
ment (national) research institutes, 340 research groups are 
at universities and 58 research groups are at medical insti-
tutions. The remaining R&D groups are located in business 
enterprises (175 R&D groups) or are run by about55 public 
and private non-profit research organizatios. 

According to the data of the Ministry of Science and 
Technology there are about 7000 researchers in Slovenia. 
The majority (43%) are lecturers working at the two uni­
versities, 15% of researchers are employed at government 
(national) research institutes, 22% at other institutions and 
20% in research and development departments of business 
enterprises. 

http://www.mzt.si
mailto:info@mzt.si
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JOŽEF ŠTEFAN INSTITUTE 

Jožef Štefan (1835-1893) was one ofthe most pronnnent 
physicists of the 19th century. Bom to Slovene parents, 
he obtainedhis Ph.D. at Vienna University, where he was 
later Director ofthe Physics Institute, Vice-President ofthe 
Vienna Academy of Sciences and a meniber ofseveral sci-
entific institutions in Europe. Štefan explored many areas 
in hydrodynamics, optics, acoustics, electricity, magnetism 
and the kinetic theory of gases. Aniong other things, he 
originated the law that the total radiation froni a black 
body is proportional to the 4th power of its absolute tem­
perature, known as the Štefan—Boltimann law. 

The Jožef Štefan Institute (JSI) is the leading indepen­
dent scientific research institution in Slovenia, covering a 
broad spectrum of fundamental and applied research in the 
fields of physics, chemistry and biochemistry, electronics 
and Information science, nuclear science technology, en-
ergy research and environmental science. 

The Jožef Štefan Institute (JSI) is a research organisation 
for pure and applied research in the natural sciences and 
technology. Both are closely interconnected in research de-
partments composed of different task teams. Emphasis in 
basic research is given to the development and education of 
young scientists, while applied research and development 
serve for the transfer of advanced knovvledge, contributing 
to the development of the national economy and society in 
general. 

At present the Institute, with a total of about 700 staff, 
has 500 researchers, about 250 of whom are postgraduates, 
over 200 of vvhom have doctorates (Ph.D.), and around 
150 of vvhom have permanent professorships or temporary 
teaching assignments at the Universities. 

In view of its activities and status, the JSI plays the role 
of a national institute, complementing the role of the uni­
versities and bridging the gap between basic science and 
applications. 

Research at the JSI includes the following major fields: 
physics; chemistry; electronics, informatics and computer 
sciences; biochemistry; ecology; reactor technology; ap­
plied mathematics. Most of the activities are more or 
less closely connected to Information sciences, in particu-
lar computer sciences, artificial intelligence, language and 
speech technologies, computer-aided design, computer ar-
chitectures, biocybernetics and robotics, computer automa-
tion and control, professional electronics, digital Communi­
cations and networks, and applied mathematics. 

ranean Europe, offering excellent productive capabilities 
and solid business opportunities, with strong international 
connections. Ljubljana is connected to important centers 
such as Prague, Budapest, Vienna, Zagreb, Milan, Rome, 
Monaco, Niče, Bern and Munich, ali within a radius of 600 
km. 

In the last year on the site of the Jožef Štefan Institute, 
the Technology park "Ljubljana" has been proposed as part 
of the national strategy for technological development to 
foster synergies betvveen research and industry, to promote 
joint ventures between university bodies, research institutes 
and innovative industry, to act as an incubator for high-tech 
initiatives and to accelerate the development cycle of inno­
vative products. 

At the present tirne, part of the Institute is being reor-
ganized into several high-tech units supported by and con­
nected vvithin the Technology park at the Jožef Štefan In­
stitute, established as the beginning of a regional Technol-
ogy park "Ljubljana". The project is being developed at 
a particularly historical moment, characterized by the pro-
cess of State reorganisation, privatisation and private ini-
tiative. The national Technology Park will take the form 
of a shareholding company and will host an independent 
venture-capital institution. 

The promoters and operational entities of the project are 
the Republic of Slovenia, Ministry of Science and Tech-
nology and the Jožef Štefan Institute. The framevvork of 
the operation aiso includes the University of Ljubljana, the 
National Institute of Chemistry, the Institute for Electron­
ics and Vacuum Technology and the Institute for Materials 
and Construction Research among others. In addition, the 
project is supported by the Ministry of Economic Relations 
and Development, the National Chamber of Economy and 
the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 61000 Ljubljana, Slovenia 
Tel.:-i-386 61 1773 900, Fax.:+386 61 219 385 
Tlx.:31296JOSTINSI 
WWW: http://v/ww.ijs.si 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Se. 
Public relations: Natalija Polenec 

The Institute is located in Ljubljana, the capital ofthe in­
dependent State of Slovenia (or S ŝPnia). The capital today 
is considered a crossroad between East, West and Mediter-

http://v/ww.ijs.si
mailto:matjaz.gams@ijs.si
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