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Board of Advisors:
Ivan Bratko, Marko Jagodič,
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Guest Editorial  

Special Issue on Perception and Emotion Based Reasoning 
 

1 Introduction 
It is a great pleasure to present a special issue on 
perception and emotion based reasoning in Informatica: 
An International Journal of Computing and Informatics. 
This special issue emerged from a successful special 
session in IASTED AIA2002 conference on the subject 
of perception and emotions. It became evident during the 
discussions within the session that there is increasing 
research in computer modelling of cognitive aspects of 
human reasoning, hence this special issue. 

In our special issue we have 10 papers. These papers 
were selected by peer review from 15 submitted papers 
of high quality. The review process was long and 
strenuous.  

The papers of this special issue cover the aspects of 
modelling perception and emotions for reasoning about 
knowledge, environment, actions or a combination of 
these elements. Some of these papers are application-
oriented whilst others are concerned with theory and 
algorithmic development. The techniques used are as 
varied. We see connectionist approaches, symbolic and 
hybrid techniques used.  

In the first paper, ordered alphabetically, Ayesh uses 
cognitive maps, a technique increasingly used by agents 
and robotics researchers, to represent the relationship 
between emotions, perceptions and objects.  Formulas 
presented enable the mapping of the environment objects 
to perceptual and emotional models. Using this mapping, 
given perceptions are used to infer the agent’s emotions 
towards a detected object and thus its reaction towards 
that object. An algorithmic translation of these formulas 
is provided. 

In the second paper, Byl studies the influence of 
emotions on perception. The result is the Emotionally 
Motivated Artificial Intelligence (EMAI) architecture. 
Within this architecture, Byl provides us with an 
interesting study of different emotions and related 
cognitive aspects such as pleasantness and responsibility 
that influence the agent’s decision. A well-formulated 
study of emotions and their effects on perception is 
presented in conclusion. 

In the third paper, Lucas et al. deploy emotions as a 
technique to enhance neuro-fuzzy predicators. This paper 
is concerned with the use of neural nets for prediction. 
As neural nets require training, this training is achieved 
through an emotionally motivated learning algorithm. 
The results are demonstrated with comparisons to other, 
non-emotions based, neural nets and neuro-fuzzy models. 

In the fourth paper, Damas and Custódio merge 
neural networks and statistical methods to develop 
emotion-based decision and learning algorithms. Their 
interest is to develop an adaptive control system for 

robots and agents comprising memory resources and 
actions management subsystems. 

In the fifth paper, Davis and Lewis present in their 
paper some computational modeling of emotions. The 
paper’s background comes from psychology with a focus 
on the relationships between emotions, goals and 
autonomy. These relationships are established through a 
4-layered architecture. The technique used to represent 
emotions and provide the inferencing mechanism is 
symbolic.  

In the sixth paper, Fatourechi et al. present an 
emotions-based learning algorithm that uses emotional 
critics to direct the learning process. In contrast with the 
Damas and Custódio paper, the Fatourechi et al. 
technique uses fuzzy controllers as the basis to develop a 
control mechanism within and using multi-agents 
systems. Examples, simulation results and their analysis 
are provided. 

In the seventh paper, Gadanho and Custódio provide 
a contrasting view to the use of emotions in learning and 
robot control. In their paper, reinforcement learning is 
revisited in the light of emotions. Gadanho and Custódio 
present an interesting architecture that consists of 
adaptive system, perceptual system, behaviour system 
and goal system. The objective is to deal with tasks 
comprising multi-goals. 

In the eighth paper, Maçãs  and Custódio extend the 
DARE architecture for multi emotion-based agents. The 
architecture consists of symbolic analysis, cognitive 
analysis and perceptual analysis layers as its main 
components. The architecture is developed into a multi-
agents environment and results of experiments are 
presented. 

In the ninth paper, Neal and Timmis pose a question 
about the usefulness of Timidity as an emotional 
mechanism to control robots. This mechanism is 
biologically motivated and uses neural networks for 
modelling. Comparisons with traditional neural nets are 
made and experimental results are presented.  

In the last paper, Rzepka et al. use emotions in infor-
mation retrieval agents. They present an interesting 
application of emotions contrasting with other papers. 
The emotional agents are used over the Internet to assist 
in searching the World Wide Web. It attempts to provide 
human-like interfacing, using techniques such as 
conversation, for user profiling. Experiments and results 
are presented.  

There are a variety of applications and techniques 
presented in the papers of this special issue. Some 
techniques are developed especially for cognitive 
modeling whilst others are re-working of established and 
proven techniques. Robots and agents, understandably, 
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seem to dominate the experimental side of most of the 
presented papers. This special issue is targeted for 
researchers working in cognitive modeling and human-
like machines – e.g. cognitive and humanoid robots and 
intelligent embedded agents. It would also be of interest 
to software engineers who are developing alternative 
solutions using artificial intelligence techniques.  
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 Our reasoning process uses and is influenced by our perception model of the environment stimuli and 
by our memorization of related experiences, beliefs, and emotions that are associated with each 
stimulus, whilst taking in considerations other factors such as time and space. These two processes of 
modelling and memorization happen in real time while interspersing with each other in a manner they 
almost seem as if they are one process. This is often referred to as cognition. In this paper we provide a 
simplified model of this complicated relationship between emotions, perceptions and our behaviour to 
produce a model that can be used in software agents and humanized robots. 

 

1 Introduction 
 
Human reasoning process is influenced by the perception 
model of the environment stimuli that humans often 
develop based on the memorization of related 
experiences, beliefs, and emotions that are associated 
with each stimulus, whilst taking in considerations other 
factors such as time and space. These two processes, i.e. 
modelling and memorization, happen in real time while 
interspersing with each other in a manner so they almost 
seem as if they are one process. This is often referred to 
as cognition.  

In this paper, we provide a simplified model of this 
complicated relationship between emotions, perceptions 
and our behaviour to produce a model that can be used in 
software agents and humanized robots. To do so, we 
deploy some aspects of psychology [1-4] and cognitive 
maps [5-7]. However, effective computational modelling 
of our cognitive faculties is very difficult. This did not 
prevent several attempts to provide reasoning systems 
that enable us to reason about actions and effects [8-11], 
about objects and time [9, 12-15], decisions and concepts 
[16-21] and so on. Many of these attempts suffered either 
from limitation in modelling [22] or limitation in 
practical inferencing [23, 24]. However, we can divide 
these attempts into two main types: connectionist 
approaches and logicians’ approaches. In this 
classification, we exclude the attempts that may have 
been successful in their respective domains (e.g. [25]) 
without formal theory or formalized explanation that 
may lead to some generalization.   

The main body of the paper examining inferencing 
under a set of perceptions and associated emotions to 
trigger eventually a reaction in response to 
environment’s objects or stimuli. Consequently, a 

connectionist approach is presented here to develop a 
reasoning mechanism that models and use perceptions 
and emotions factors. It is a connectionist approach in 
the sense that it is based on Fuzzy Cognitive Maps [5, 6] 
to represent the environment and relations between 
different components that define this environment such 
as objects, concepts, and features. The meaning of these 
relations between the different components is inter-
related to perceptions and emotions. The result is 
presented as Triangular Object Modelling (TOM) 
technique. The inferencing process is then studied and 
analysed. We conclude with a critical analysis of the 
technique highlighting future developments.  

2 Modelling Techniques 
Studying human’s mind and cognitive faculties, e.g. 
recognition and learning, may take two routes [26]. The 
first route is to look at the mind as a symbols 
manipulation processor (e.g. [10, 27]). The second route 
is to view it as a signal processor formed of a web of 
connections [18, 26].  

2.1 Symbol Manipulation Techniques 
The symbolic route, which is computationally 
represented by symbolic artificial intelligence, is 
dominated by the logic approach. In this approach, logic 
theories [28-31] are used to explain and imitate our 
thinking and learning abilities by means of knowledge 
formation and inferencing [4, 8, 26, 32, 33].  

Knowledge formation is often found in the form of 
logical theories of belief and knowledge [32, 34, 35]. It 
takes a philosophical approach to formally represent and 
reason about the notions of belief and knowledge. 
However, several computational intelligence researchers 
are currently eschewing more in favour of connectionist 
approaches or hybrid approaches such as fuzzy logic, 
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belief networks, and cognitive maps [5, 18] because of 
the computational complexity of logical models, which 
limits the applicability of such models. 

Inferencing may be presented in the form of problem 
solvers [36] or in the form of AI planning [11]. These 
two fields are the more traditional of symbolic 
processing fields. Situation calculus is a well-known 
example of formal AI planning languages [10]. In 
addition, situation calculus is a good example of the 
difficulty of using formal logic as a representational and 
reasoning tool [11, 24].  
 

2.2 Signal Processing Techniques 
The signal-processing route [18, 26], which is often 
referred to as the connectionists approach, is based on 
the neuro-psychology and neuro-biology fields [2, 37, 
38]. The study of the brain shows that it is formed of 
several millions of neuron cells connected to each other. 
Signals pass through these neurons producing different 
results. The connectionist approach aims to produce 
models of that web of neural connection to model our 
knowledge and inference processes.  

Connectionist models often require high 
computational resources to produce useful results [39]. 
However, the current surge in computational power 
provided with the development of fast processors and 
cheap fast memory enables such models to be deployed. 
This may also explain the increasing interest in network 
based models such as neural nets and cognitive maps. 

2.3 Cognitive Maps 
Cognitive maps are graphical and formal representation 
of crisp cause-effect relationships among the elements of 
a given environment [5, 40]. They were originated in 
economics and political sciences. However, they are 
becoming increasingly popular with computational 
intelligence researchers especially a version blended with 
fuzzy logics [5-7, 40]. They are similar to neural nets in 
the sense that they consist of nodes that are linked 
together. However, they differ from neural nets, and for 
that matter from other graph-based approaches in the fact 
that they represent semantically defined relationships. 
The Fuzzy Cognitive Maps (FCM) version is represented 
in the form of fuzzy signed directed graphs with 
feedbacks. They model the world as a collection of 
concepts and causal relations between these concepts [5, 
6]. This provides, in our opinion, the middle ground 
between the pure connectionist and the symbolic AI 
approaches. However, there are only a few studies in 
formal representation and inferencing using cognitive 
maps [5, 7, 41].  In this paper, we adapt a version of 
cognitive maps to enable our proposed Triangular Object 
Modelling (TOM) in which perceptions and emotions are 
interconnected to objects and factored in the reasoning 
mechanism that is explained in section 4. 

3 Triangular Object Modelling 
(TOM) 

Our proposed technique represents each object that may 
reside in the memory of an agent as a triangular multi-
layered cognitive map forming a Triangular Object 
Modelling (TOM). This triangular object modelling is 
multi-layered in the sense that each node of this 
cognitive map may consist of a cognitive map. This 
representation is used within a memory architecture we 
named Observer-Memory-Questioner (OMQ).  

3.1 OMQ Memory 
TOM representation is used within the memory 
component of OMQ (Observer-Memory-Questioner) 
model, which was developed and presented in previous 
papers [42, 43]. The memory subsystem consists of   
short, surface, long and archive memory components. 
The design of these components was inspired by 
psychology research on human memory and its workings 
[1, 44-46].  

The human memory [45, 46] is often represented as 
consisting of two components: short (or working) 
memory and long memory. In our design, we felt the 
need to introduce two additional components, namely 
surface memory and archive memory. The task of these 
two new memories is in support of short memory and 
long memory respectively. Archive memory represents 
the long-long memory, which is a step prior to 
‘forgetfulness’. On the other hand, surface memory is the 
background part of a working memory in which short 
memory is the frontier. In other words, surface memory 
is where all relevant information and experiences related 
to objects in the short memory to be stored. Whilst short 
memory would only contain information and experiences 
directly related to the objects of current interest to the 
agent or robot. 

The detailed description of these components and 
their workings was covered in [47] from which we 
borrow figure 1.  

 
 
 
 
 
 
 
 
 
 

Figure 1 – Memory Architecture Overview 
The following is a summary of these components’ 
definitions. 
Definition 1 – Short memory is a mental organization of 
mind in which current objects’ information is maintained 
with limitation of time and/or relevance.♦ 
Definition 2 – Long memory is a mental organization of 
mind in which objects’ information is maintained with 
relation to concepts, emotions and/or relevance.♦ 

 Short Memory 

 
Archive Memory 

 
Surface Memory

 Long Memory 



PERCEPTION AND EMOTION BASED…  Informatica 27 (2003) 119–126 121 

Definition 3 – Surface memory is a mental organization 
of mind in which relevant information to current objects 
of the short memory is maintained. The organization of 
surface memory is prioritised according to time, 
emotions and/or relevance.♦ 
Definition 4 – Archive memory is a mental organization 
of objects that is the result of a re-organization of the 
long memory in which objects’ information is re-
categorized and either maintained in relation to a concept 
or deleted. Consequently, the archive memory 
information has a low priority in the retrieval process.♦ 
We discussed these components in further details in 
previous papers [47, 48]; however, Observer and 
Questioner components do not have complete 
implementation.    

3.2 TOM Architecture 
TOM architecture is based on a technique that represents 
each object, which may reside in the memory of an 
agent, as a triangular multi-layered cognitive map. The 
three main nodes in that map are: object, perceptions and 
emotions.  

Each node may consist of one or more cognitive 
maps. The nodes in each of these maps are the elements 
that belong to one of the primary nodes. As an example, 
emotions are formulated from cognitive maps that links 
between different types of emotions such as safety-fear, 
like-desire, and so on. We formalize figure 1 in 
definition 5. 
Definition 5 – an object may be defined using TOM 
model as a tuple (P, E) where P is a set of perceptions 
and E is a set of emotions in which: 
P = (p1/µ1, p2/µ2, …, pn/µn) and p1 ∩ p2 ∩ … ∩ pn = 
∅; and 
E = (e1/µ1, e2/µ2, …, en/µn) and e1 ∩ e2 ∩ … ∩ en = 
∅; and 
∑ E ∩ P ≠ ∅.♦ 
Definition 6 – given two objects Obj1 and Obj2 if Obj1 
∩ Obj2  ≠ ∅ we say Obj1 and Obj2 are related to each 
other with strength equal to 

)()( 2121 ObjObjObjObj EEPP ∩∪∩Σ . 

The strength of relationships is identified by a fuzzy 
value. The fuzzy value is driven from an extended 
interval [-1 0 1], unlike the standard fuzzy interval. 
Having a minus value of strength indicates that the 
relationship is of a type ‘opposite’ whilst having 1 
indicates that the two nodes within the map are 
effectively the same. These facts are used to optimize the 
map by eliminating irrelevant or duplicated links. Next, 
we present two assumptions ‘the weakest link’ 
assumption and ‘face off’ assumption. 
Definition 7 – the weakest link assumption: we identify 
the weakest link to be a link with strength less than 0 in 
which case the link is eliminated. 
Definition 8 – the face off assumption applies only to 
objects that have a relationship strength of one between 
them. In this case, these objects are the same and they 
would be merged by a link of strength one. The links of 

one of these objects to its emotions and perceptions will 
be dropped, as they are accessible through its equivalent.   

The determination of the link strength is currently 
done by presetting a threshold by the user. Work is being 
carried out to enhance the system with fuzzy-genetic 
algorithms to enable automated updates and 
optimization.  

In figure 2, the model will receive as an input a set 
of perceptions, which will trigger a set of objects and 
emotions. However, objects are also associated with 
emotions and therefore may trigger emotions that were 
not triggered by the input perceptions. These emotions 
may activate some perceptions that can be used to guide 
the reaction of the model. At the current stage, there is 
not a great use of this fact. To facilitate this fact an 
imagination model needs to be developed. Such a model 
will enable TOM-based agents to build models of 
consequences and to construct future perceptions and 
emotions. Thereafter, these models can be used to derive 
action selection and behaviour. This leads to the question 
of inferencing that we cover next.  

3.3 Pedagogic domain 
A pedagogic domain has been devised here to help in 
demonstrating the TOM system and it’s working. To 
simplify matters, we define a fixedly preset set of 
emotions, perceptions and objects. We limit these to the 
minimum.  

Firstly, emotions are fixedly preset to ‘safe’, ‘like’, 
and ‘desired’. ‘Safe’ reflects the stress levels. ‘Like’ 
reflects attraction levels. ‘Desired’ reflects goal-oriented 
attention levels. Each of these emotions is defined as a 
set of two values: ‘low’ and ‘high’. These two values can 
be defined in terms of exact or fuzzy sets. 

Perceptions are fixedly preset to three feature types 
that are ‘size’, ‘colour’, and ‘shape’. Each one of these 
features takes one value from fixedly preset values. The 
collection of all these values describes the object to 
which these values relate. These preset values are as 
follows: 

Size (Si) = {large, small, medium} 
Colour (Co) = {bright, dark, grey} 
Shape (Sh) = {4-edged, 3-edged, many-edged, 
uneven} 

 
 
 
 
 
 
 
 
 

 

Figure 2 TOM’s basic model. 

Perceptions 

Objects 

Emotions 

Preset 

Preset Inference 
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The values of these sets can be defined as fuzzy sets. 
This is discussed further in the implementation section 
on extending TOM using fuzzy sets. 

The artificial world domain constructed here 
contains three types of objects: ‘predator’, ‘box’ and 
‘food’. ‘Predator’ is perceived to be dangerous to our 
robot or agent. It is identified by being large with uneven 
shape. ‘Box’ is a desirable object, which is used by the 
robot to build a refuge from the predator. ‘Food’ is an 
essential part for the robot to sustain it’s self. Figure 3 
shows an example of the map that may be constructed to 
describe the object predator.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 Predator’s map example. 
 
The perception of size refers to the perception of the 

predator being large from the agent’s viewpoint rather 
than the actual physical size. Similarly, the emotion of 
safe refers to the feeling of being safe or less safe 
indicated by the level of emotional stress the agent may 
feel during the course of interacting with the 
environment’s object, which is in this case the predator. 

Figure 3 can be summarized as follows: 
P = {Si, Co, Sh} 

Si = {La, Sm, Me} 
Co = {Br, Da, Gr} 
Sh = {F4e, T3e, M0e, U0e} 

E={Sa, Li, De} 
 Sa = {Lo, Hi} 
 Li = {Lo, Hi} 
 De = {Lo, Hi} 

O={Bo, Fo, Pr} 

Bo = {(U, Br ∨ Gr, F4e ∨ F3e ∨ M0e), 
(U, Hi, Hi)} 
FO = {(Sm ∨ Me, U, U), (Hi, Hi, U)} 
Pr = {(La, Da, M0e ∨ U0e)} 

Note that each object is defined by set of Perceptions 
and a set of Emotions. Perceptions are represented as a 
tuple of values (Si, Co, Sh).  

Each of the preset perceptions values connect to a 
preset emotion(s) as an example ‘large-size’ links to 
‘low-safe’. A fuzzy representation and membership 
function will be used to determine these links and their 
strength in the adaptive version of TOM. 

There is a globally defined value in the system, 
which is the undefined (U) value. This value is used, and 
consequently assigned, in the cases where none of the 
values given in the system definition applies. In other 
words, it defines the system ignorance of the presented 
information [49] or the information is unpredicted as it is 
the case of the box size in the given example where none 
of the possible size values takes a precedent over others. 
The semantics of this value is not our concern at this 
stage; therefore, we will assume it follows the Bochvar 
logic semantics as presented in [49].  

4 Inferencing in TOM 
Inferencing in TOM architecture relies on the perception 
input in determining two sets of intermediate outputs that 
are: set of objects and set of related emotions. The result 
is a set of pairs in which one is an object and the other is 
a related emotion. Each object may have more than one 
emotion associated. In this section, we discuss the 
inferencing process within TOM and its implementation. 

4.1 Inferencing engine 
In definition 9, we provide the basic definition of 
inferencing within TOM. We use the entailment operator 
−| to notate the inferencing operation. Two forms of 

this entailment operator are used, we may refer to the 
first as a free form −| in which inferencing is done over 

factors free from association. The second form is a 
bound form p−| in which the inferencing is done under 

the binding element that is P in this case. 
Definition 9 – Given a set of input perceptions P if TOM 
−| P then TOM p−| (O, E) where O is a set of objects 

and E is a set of emotions. ♦ 
Definition 9 states that no inferencing can be done 

unless the input set of perceptions P is derivable from the 
model TOM. If so, then under the set of perceptions P 
TOM can entail a tuple of objects and emotions (O, E). 
We needed this condition as we limit our system to the 
preset perceptions. In future development we hope to 
waive this restriction. The following corollary clarifies 
the meaning of TOM p−| (O, E) further. 

Perceptions 
 

Colour Shape Size 

Large Small 

Medium 

 
 

 
Objects 

Box Food Predator 

Emotions 

Safe 

Like 

Desired 

Low 

High 
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Corollary  1 – Given a set of input perceptions P if 
TOM p−| (O, E) it means: 

∀p ∈ P.((∃ o ∈ O ∨ ∃ e ∈ E) ∨  (∃ o ∈ O ∧ ∃ e ∈ E))  
whereby: p → o; p → e  
Where  → identifies a connection between two map 
elements. ♦ 

It is clear that to implement this process some rules 
and restrictions need to be established. These rules aim 
to counter the possibilities of having the derived set of 
objects or derived set of emotions to be empty. The most 
likely is that the combination of the existing set of 
perceptions and their emotions do not lead to any 
objects. That means the system is encountering a new 
type of object. Rule 1 is countering this case by initiating 
a new object. 
Rule 1 Initiating new Object – Given P ≠∅, if p−|  O 

= ∅ and p−|  E  ≠ ∅ then new O to be asserted and to 

be associated with P and E.♦ 
The system may encounter two conflicts: object 

conflict and emotion conflict.  Definition 6 and rule 2 
define and resolve the object conflict. Definition 7 and 
rule 3 define and resolve the emotion conflict. 
Definition 10 Object Conflict – Given P ≠∅, if p−|  O 

≠ ∅ with cardinal greater than 1and ∃ p1 ∈ P and ∃ p2 ∈ 
P whereby ∃ o1 ∈ O and ∃ o2 ∈ O we say there is an 
object conflict if the following conditions are true: p1 → 
o1; p2 → o2; o1 = ¬ o2.♦ 
Rule 2 Object Conflict Resolution – If there is an 
object conflict, determine the strength of connection and 
choose the highest strength in determining the derived 
object.♦ 

Determining the strength of connection depends on 
various factors. At the current stage, we use a type of a 
fuzzy membership grade to determine the strength of 
individual connections and then choose the highest 
degree of membership.  
Definition 11 Emotion Conflict – Given P ≠∅, if p−|  

E ≠ ∅ with cardinal greater than 1and ∃ p1 ∈ P and ∃ p2 
∈ P whereby ∃ e1 ∈ E and ∃ e2 ∈ E we say there is an 
emotion conflict if the following conditions are true: p1 
→ e1; p2 → e2; e1 = ¬ e2.♦ 
Rule 3 Emotion Conflict Resolution – If there is an 
emotion conflict, determine the strength of connection 
and choose the highest strength in determining the 
derived emotion.♦ 

In TOM, we cannot have a perception that does not 
have an emotion associated to it. However, some 
perceptions may not trigger any particular emotions on 
their own. These perceptions will have a neutral emotion, 
which we view as zero value of the perception-emotion 
based system. 
Definition 12 – Neutral emotion may be defined as zero 
value of emotions. In other words, if an object O or a 
perception P is not connected to an emotion, then we 
infer that the emotion is neutral.♦ 

Rule 4 Neutral Emotion – Given P ≠∅ if ∃p ∈  P. ∀ e 
∈ E.  ¬ (p → e) then p → N♦ 
Theorem  1 - Given Pi ≠∅, p−|  E = ∅ iff TOM −| P 

= ϕ.♦ 
Proof – The proof of this theorem is intuitive and can be 
derived directly from Rule 4.   
Corollary  2 – Given P ≠∅, if p−|  O = ∅ it is not 

necessary the case that p−|  E = ∅.♦ 

4.2 Implementation 
In implementing TOM we define four classes. TOM 
agent acts as a controller that initiates the other parts of 
the TOM architecture. The other three classes are 
Perceptions, Emotions and Objects. These three classes 
are effectively cognitive maps with identifiers. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 TOM class diagram. 
 
Notice that TOM Perceptions and TOM emotions 

are composed of one or many perception and emotion 
objects respectively. TOM agent has five main 
operations that are initiate (I), initiate Object (IO), 
establish (E), assign (A) and derive (D).  

Initiate (I) is the agent constructor. Its job is to 
initiate the agent with the provided perceptions and 
emotions and provoke object initiation and assignment 
operators.  

Initiate Object (IO), establish (E) and assign (A), 
operations are used in handling new objects that are to be 
introduced into the system (Rule 1) or to a TOM-agent. It 
may be worth mentioning here that even though agents 
are used, which allows potentially for multi-agent 
systems to be developed, the current implementation 
only uses one agent. Multi-agent implementation will 
lead to several questions in relation of how these agents 
communicate, how would they be used in multi-agent 
controller for robots and so on. 

Derive (D) operator is the Inferencing operator by 
which the system retrieve the connected perceptions, 
objects and emotions given one of them, i.e. object, 
perceptions or emotions. Algorithm 1 shows how these 
operations may be used together to initiate a new object 
within the system and to associate that object to the 
relevant perceptions and emotions. 

TOM Emotions TOM Perceptions 

TOM Object 

TOM Agent  

Perception Emotion 
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Algorithm 1 – Initiate Agent – Given agent TOM-A the 
TOM-A operator initiates the agent as follows: 

TOM-A.IM = E(E, P); 
TOM-A.OM = IO().♦ 

Algorithm 2 – Establish emotions and perceptions E 
E(E, P) :- 
For every p ∈ P 
For every e ∈ E 
Request w  
E(E, e); 
M(e, p) |- L ⊗ w; 
Return |→ M.♦ 

Algorithm 3 – Initiate Object IO 
Given P≠ϕ, if P.D (O) = ϕ and P.D (E) ≠ϕ then:  
I(new_O);  
Mo: 
A(new_O, E);  
A(new_O, P); 
Return |→ Mo.♦ 

Algorithm 4 – Assign Object A 
Given an object O and set of features F, which can 

be either a set of emotions or perceptions, A(new_O, F) 
will request a set of weights of relevance W and link 
between O and F as follows: 

For every f ∈ F 
Request (w ∈ W) 
Assert (O, f) |- L;    
// L is a link tag identifying the link between O and f. 
Assert (L, w).♦ 

Algorithm 5 – Inferencing operation – D 
 Given a set of perception P 
For every p P 

Do until p.connection (O) is empty 
 { 

//O is the set of known objects 
 Select (O,p) |- p.objects; 

 } 
Do until p.connection (E) is empty 

 { 
//E is the set of known emotions 
 Select (E,p) |- p.emotions; 

 } 
 If p.objects contains more than one member 
 Then Resolve-Object (p.objects, p.emotions, p); 

If p.emotions contains more than one member 
Then Resolve-Emotion (p.objects, p.emotions, 
p).♦  

5 Future Work 
The system is by no means complete. The weaknesses 
lay in the restrictions we imposed on it. First, the system, 
at its current stage, cannot learn new emotions or 
perceptions. Secondly, it does not count for concepts and 
the more complicated knowledge structure proposed by 
OMQ model and our memory architecture [42, 43, 47]. 
However, TOM architecture answers the question of 

inferencing to some degree, which was not discussed in 
any of the previous work. 

5.1 Extending TOM Representation 
In terms of representation, there are several extensions to 
be made. Firstly, a fuzzy representation using a modified 
version of fuzzy cognitive maps will be implemented. 
That will be extended later on to an adaptive version 
where the links are constructed, deconstructed and 
updated according to the robot perception of the 
environment. Problems to be addressed is the addition of 
perceptual experiences including definition of 
perceptions, objects and their associated emotions. 

5.2 Extending TOM Inferencing 
In this paper, we focused on the inferencing operator in 
terms of identifying objects from perceptions and their 
associated emotions. As an extension on this work, a 
‘perception and emotions’ based planner is to be 
constructed and consequently tested on robots. This 
would require the extension of TOM inferencing 
mechanism to enable the determination of actions to be 
executed given set of perceptions and the inferred objects 
and emotions. Other practical problems need to be 
addressed such as the limitation of sensors on the robots 
used. 

5.3 Completing OMQ System  
TOM and its inferencing mechanism will be fed back 
into the completion of OMQ architecture design and 
implementation. Subsequently, the TOM model should 
be able to deal with more complicated knowledge 
structures. Sensors fusion is currently one of the 
problems to be addressed in completing OMQ system. In 
addition, TOM needs to be extended to allow learning of 
perceptions and emotions in order to widen its use [43].  

6 Conclusion  
In this paper, we attempted to answer the Inferencing 
question that emerged from previous work [42, 43]. 
Consequently, we presented Triangular Object 
Modelling (TOM) as a way of modelling objects in 
relation to perception and emotion. As a result, a 
connectionist approach using a modified version of 
cognitive maps has been developed to provide an 
inferencing method that utilises perceptions and 
emotions. Implementation of TOM and future 
developments was discussed. 
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This paper proposes a model of emotionally influenced perception in an affective agent.  Via a 
multidimensional representation of emotion, a mechanism called the affective space is used to 
emotionally filter sensed stimuli in the agent’s environment.  This filtering process allows different 
emotional states in the agent to create dissimilar emotional reactions when the agent is exposed to the 
same stimuli.  In humans, emotion cannot be a mechanism that enhances intelligence and then isolated 
from other psychological and physiological functions.  As this paper suggests, emotion is an integral 
part of the human as a biological being and therefore they cannot be turned on an off on a whim.  
However, this luxury is afforded to the artificial agent.  This approach builds on contemporary affective 
agent architectural concepts as it not only gives an agent the ability to use emotion to produce human-
like intelligence, but it also investigates how emotion should affect the agent’s other abilities, such as 
perception. 

 

1 Introduction 
The word agent is used within the AI (Artificial 
Intelligence) domain to refer to a number of different 
applications.  The most popular use of the term pertains 
to an autonomous artificial being that has the ability to 
interact intelligently within a temporally dynamic 
environment.   Just how the agent achieves its intelligent 
interaction has become a popular research topic.  In the 
mid 1990s a small group of researchers became 
convinced that true human-like intelligence could not be 
modelled successfully in artificial beings without the 
inclusion of emotion-like mechanisms.  Thus began the 
field of Affective Computing. 

Humans sense their environment with five (possibly 
more) senses for detecting external stimuli and others for 
tracking their internal states (e.g. hunger). Artificial 
agents must also implement a number of mechanisms 
that track not only their external environment but also 
their internal states in order to interact intelligently with 
their environment and other agents.  Agents therefore, by 
their very nature perceive, however, is it for the same 
ends as human perception? 

Brunswik [1] wrote, "Perception (in humans), then, 
emerges as that relatively primitive, partly autonomous, 
institutionalized, ratiomorphic subsystem of cognition 
which achieves prompt and richly detailed orientation 
habitually concerning the vitally relevant, mostly distal 
aspects of the environment on the basis of mutually 
vicarious, relatively restricted and stereotyped, 
insufficient evidence in uncertainty-geared interaction 
and compromise, seemingly following the highest 
probability for smallness of error at the expense of the 
highest frequency of precision." 

These characteristics of human perception are the 
exact abilities that Affective Computing researchers are 
attempting to achieve in artificial agents in order to 
increase information-processing efficiencies.  These 
facilities emulate the human thought processes of flexible 
and rational decision making, reasoning with limited 
memory, limited information and relatively slow 
processing speed, social interaction and creativity.   

There are agents that can sense human emotional 
states [2], agents that can produce outward emotional 
behaviour [3, 4], and agents that are motivated by their 
emotions [5, 6].  The agents that internally represent 
emotional states for the purpose of goal setting and 
motivation [7] have mechanisms that perceive their 
environment and internal states for the purpose of 
calculating their emotions and producing appropriate 
behaviour. 

Most of us have heard the phrase, "his mind is 
clouded by emotion", but to what extent is this type of 
emotion-perception influence occurring in artificial 
agents? 

This paper presents the Emotionally Motivated 
Artificial Intelligence (EMAI) model whose sensory 
input is emotionally filtered before processing.  It begins 
by examining the affect of emotion on perception in 
humans.   Next, an overview of the agent architecture is 
given. This section includes details about the calculations 
used by an agent to determine emotional states.  
Following this, the factors of human perception are 
examined with respect to their emulation in the artificial 
agent.  Next an example of the influence of emotional 
states on the agent’s perception of environmental stimuli 
is discussed.  This incorporates a brief overview of the 
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agent’s emotion-based decision making technique.  The 
paper concludes with a summary of the agent’s 
evaluation and a thought for future research. 

2 The Molecules of Emotion and 
Perception 
Research has revealed that the neuropeptide 

receptors observed as responsible for emotional states 
and originally thought only to exist in the amygdala, 
hippocampus and hypothalamus have now been detected 
in high concentrations throughout the body.  This has 
included the backside of the spinal cord, the nervous 
system’s first synapse where bodily sensations and 
feelings are processed.  Therefore, all sensory 
information passing between synapses via the emotion 
producing neuropeptides undergoes an emotional 
filtering process [8].  This operation assists in the brain’s 
ability to deal with the deluge of sensory input that it 
receives. 

The nervous system also carries signals, not only 
from the body to the brain, but also from the brain to the 
body.  Emotional states or moods occur when emotion-
carrying peptides are produced in the body’s neurons.  
The presence of different emotional neuropeptides can 
create dissimilar reaction in an individual when exposed 
to the same stimuli.  

Worthington, as reported by Malim [9], found that 
subjects consistently perceived dim spots of light 
containing consciously unreadable words with a higher 
emotional rating as dimmer than other words.  In another 
experiment by Lazarus and McClearly [10], subjects 
were presented with a series of nonsense syllables. 
Electric shocks were administered to the subjects when 
particular syllables were shown and the anxiety level 
measured.  Later, the subjects were exposed to the 
syllables at a rate faster than consciously perceivable.  It 
was found that the syllables associated with the electric 
shocks raised the anxiety of the subjects. 

Leuba and Lucas [11] also conducted an experiment 
on perception and emotion involving the description of 
six pictures by three people when in each of three 
different emotional states. Each emotion was induced by 
hypnosis and then the pictures were shown.  
Interpretations of the scenes in the pictures related to the 
emotions of the viewer.  For example, a picture of 
several university students sitting on the grass listening 
to the radio was interpreted by the same person as 
relaxing when they were happy, irresponsible when they 
were in feeling judgmental and competitive when they 
were anxious. 

These research examples confirm that human 
perception is filtered by emotions as Pert [8] suggests 
occurs at a molecular level.  If perception is affected by 
emotion in humans, then surely artificial agents that 
attempt to model the emotional intelligence of humans 
must also represent the emotional filtering process of 
perception.  However, as the emotional filtering process 
occurs in humans biologically, it is not an inherent 
process within a machine or piece of software.  In 
affective agent architectures emotions have been 

modelled at the cognitive level based on a number of 
appraisal models of emotion [12, 13].  Therefore,  the 
agent presented in this paper, implements the cognitive 
nature of perception. 

3 The EMAI Architecture 
The Emotionally Motivated Artificial Intelligence 

(EMAI) architecture is a complex set of mechanisms that 
process emotional concepts for their use in affective 
decision-making and reasoning.  A full elucidation of this 
architecture can be found in [14].  As the purpose of this 
paper is to examine the influence that emotion have on 
the perception of such an agent, the discussion will be 
limited to the parts the architecture that achieve this. A 
condensed overview of the parts of the EMAI 
architecture we are concerned with is shown in Figure 1. 

 

 
 
 
 
There are two types of emotion mechanisms 

integrated in the EMAI architecture.  The first 
mechanism emulates fast primary emotions [15] 
otherwise known as motivational drives. These drives 
can be classified according to their source, pleasure 
rating and strength. In an EMAI agent, these drives are 
used to initiate behaviour in the agent.  They can include 
concepts such as hunger, fatigue or arousal.  The 
strength of the drives is temporally dynamic and at 
particular threshold levels the agent will set goals, that 
when successfully achieved, will pacify the drives.  For 
example, overtime the strength of the hunger drive will 
increase.  At a certain point, the agent will become so 
hungry that it will set appropriate goals to ensure it 
obtains food.  On the consuming of food the strength of 
the agent’s hunger drive will decrease. 

The agent's goals are generated by a motivational 
drive generator which consists of drive mechanisms and 
a set of internal state registers representing the primary 
emotions.   Each register is represented by a single gauge 
and stores the value for a particular drive, for example 
hunger.  The number of internal state registers 
implemented depends on the application for which the 
EMAI agent is being used.   

The second type of emotion implemented in the 
EMAI architecture is secondary emotion.  This category 
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Figure 1 A Summary illustration of the EMAI architecture 
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of emotion refers to the resultant mental (and in turn 
physical) states generated by attempts to satisfy the 
goals.  These emotions include feelings such as 
happiness, anger, sorrow, guilt and boredom.  Secondary 
emotions are represented in the EMAI architecture as 
values in the affective space. 

The affective space is a six-dimensional space 
defined by six appraisal dimensions. The affective space, 
based on the psychological model of Smith and 
Ellsworth [13], defines 15 emotions (happiness, sadness, 
anger, boredom, challenge, hope, fear, interest, 
contempt, disgust, frustration, surprise, pride, shame and 
guilt) with respect to the dimensions of pleasantness, P, 
responsibility, R, effort, E, certainty, C, attention, A and 
control, O. 

The values of the pure emotion points for each of the 
15 emotional states in the model are shown in Table 1. 

Table 1 Mean Locations of Emotional Points (in the range -1.5 
- +1.5) as Compiled in Smith and Ellsworth’s Study 

 
Each appraisal dimension (explained in the next 

section) is used to produce a six coordinate point that 
defines an agent's emotional state. Figure 2 illustrates the 
locations of the pure emotions with respect to the 
dimensions of pleasantness and control. 

 

In addition to representing the agent's emotional state, 
the agent uses the affective space to associate emotions 
with all stimuli both internal to the agent (as internal 
sensory data) and within its environment (as external 

sensory data).  The stimuli are perceived by the agent as 
part of an event.  An event is a behavioural episode 
executed by the agent.  Stimuli can be any tangible 
element in the agent’s environment including the actions 
being performed, smells, objects, other agents, the time 
of day or even the weather. 

The sensory processor of the agent is where high 
level observation takes place.  This information is filtered 
through the affective space before it is used by the agent 
to generate outward behaviour (determined by the 
intention generator).  It is at this point that the 
information has been perceived. Therefore all 
information perceived by the agent is influenced by the 
agent's emotional state.  

Before a stimulus or event can be perceived by the 
agent, the agent must calculate an associated emotion for 
each.    The emotion associated with a stimulus is 
determined by examining each of the appraisal 
dimensions with respect to the agent's last encounter with 
the stimulus. 

3.1 Assessing the Appraisal Dimensions 
The six appraisal dimensions are orthogonal, and no 
single emotion can be identified without taking into 
account each of these six appraisal dimensions. Each of 
these dimensions will now be reviewed. 

3.1.1 Pleasantness 
This dimension relates to an individual’s expression of 
liking or disliking towards a stimulus be it an event, 
object or another agent.  An EMAI agent assesses and 
updates the pleasantness dimension as an assessment of 
the affect of the stimulus on the agent's goals during an 
encounter.  Pleasantness P is the average summation of 
the rating of pleasantness the agent has given to a 
stimulus each time the agent has come into contact with 
it: 
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where m is the number of times the agent has come in 
contact with the stimulus, s, and ps is the pleasantness 
rating of s. For example, assume the agent has driven the 
same car five times.  The first time the car performs as 
expected and the agent is pleased with the car.  In this 
first instance the agent may set the pleasantness rating to 
8 on a scale from 1 to 10 where 1 is unpleasant and 10 is 
very pleasant. The second time the agent drives the car it 
breaks down.  For this instance the agent rates the 
pleasantness of the car as 2. For the next three contacts 
with the car the agent rates the pleasantness as 2, 7 and 9.  
After these five contacts with the car, the agent, using 
Eq. (1) assesses the overall pleasantness rating of the car 
to be (8+2+2+7+9)/5 which equates to 5.6. 

3.1.2 Responsibility 
This dimension correlates with an individual’s sense 

of personal involvement and amount of blame or credit 
attributed towards the self when interacting with a 
stimulus.  The two extremes of measure are self-

Emotion P R C A E O 
Happiness -1.46 0.09 -0.46 0.15 -0.33 -0.21 
Sadness 0.87 -0.36 0 -0.21 -0.14 1.51 
Anger 0.85 -0.94 -0.29 0.12 0.53 -0.96 

Boredom 0.34 -0.19 -0.35 -1.27 -1.19 0.12 
Challenge -0.37 0.44 -0.01 0.52 1.19 -0.2 

Hope -0.5 0.15 0.46 0.31 -0.18 0.35 
Fear 0.44 -0.17 0.73 0.03 0.63 0.59 

Interest -1.05 -0.13 -0.07 0.7 -0.07 0.41 
Contempt 0.89 -0.5 -0.12 0.08 -0.07 -0.63 
Disgust 0.38 -0.5 -0.39 -0.96 0.06 -0.19 

Frustration 0.88 -0.37 -0.08 0.6 0.48 0.22 
Surprise -1.35 -0.97 0.73 0.4 -0.66 0.15 

Pride -1.25 0.81 -0.32 0.02 -0.31 -0.46 
Shame 0.73 1.13 0.21 -0.11 0.07 -0.07 
Guilt 0.6 1.13 -0.15 -0.36 0 -0.29 

Figure 2  Empirical Location of Emotional States with 
Respect to the Pleasantness and Control Dimensions 
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responsibility and others-responsibility.  In the EMAI 
architecture, responsibility is a measure of the agent’s 
relationship and attachment toward a stimulus. For 
example, the agent will calculate a high responsibility for 
an object where the agent considers it has ownership.  
More precisely, if the agent were in a team situation and 
within the team there were different ranks (for example, 
team leader, second in charge and third in charge), and 
the team was performing some task and the task failed 
then the team leader would feel most responsible, the 
second in charge less responsible and so on through the 
ranks.  

Responsibility R is calculated using the function r that 
returns the level of responsibility related to a stimulus.  
The function works by determining the nature of the 
relationship between the agent and s.  For example, if the 
agent were the owner of or in charge of s, r(s) would 
return a high value.  Responsibility is calculated as 
follows: 

)(srR =               (2)   

3.1.3 Effort 
The values along this dimension are gauged from an 

agent’s exertion with respect to a stimulus that affects the 
agent either mental or physical.  In the EMAI 
architecture, effort is a function of the depletion of 
resources used when interacting with an object or 
performing an event divided by the length of time spent 
interacting. For an EMAI agent, at the beginning of 
performing an event the agent's physical state is 
recorded.  During the event, the agent's physical state 
may be affected by the event’s stimuli.  At the 
completion of an event, the change in the agent's physical 
state is used to calculate effort.  For example, if the agent 
were to perform the task of digging a hole, during the 
execution of the event the agent's physical state may 
deteriorate because the agent may get tired and hungry.  
When the agent finishes digging the hole, the change in 
tiredness and hunger during the task performance will be 
directly related to the effort involved in the event. 

Effort E is the averaged summation of the effort 
associated with a stimulus each time the agent has been 
in contact with it: 
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where m is the number of times the agent has come in 
contact with the stimulus, s, and f is the amount of effort 
involved with s.  

3.1.4 Attention 
This dimension is the rating of an individual’s regard 

for a stimulus with respect to the level of concentration 
exerted towards it during interaction. All EMAI agents 
are programmed with a maximum attention capacity, and 
each of these agents can perform one or more tasks, that 
utilise its maximum capacity.  In EMAI, attention is 
measured as the total amount of an agent’s attention that 
is utilised in performing one or more events concurrently.   

Attention A is determined by averaging the 
summation of all the attention ratings the agent has 
assigned to a stimulus.  Each time the agent is involved 
with a stimulus or event, the agent records how much 
concentration was exerted during the encounter and uses 
these values to calculate A: 
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where m is the number of times the agent has come in 
contact with the stimulus, s, and a is the amount of 
attention required by the agent when involved with s. 

3.1.5 Control 
This dimension refers to an agent’s authority to 

manipulate and direct a stimulus. It assesses the agent's 
ability to control the role of a stimulus during the 
satisfaction of the agent's goals. Each EMAI agent is 
initially programmed with its control value over other 
stimuli as 0. Over time, as an EMAI agent evolves, its 
control values toward stimuli changes (either increases, 
or decreases) according to the outcome of performed 
behaviours.  Almost always there will be one or more 
stimulus involved in an event. So initially, the EMAI 
agent’s control over this event is 0, and the control over 
each of the individual stimuli involved in this event is 
also 0.  Based on the outcome of this event (that is, 
success or failure), the control of the agent towards each 
of the stimuli involved in the event will be either 
increased by 1 if the event is successful or reduced by 1 
otherwise. The overall control over the event is then the 
average of the control over each individual stimulus in 
the event. For example, assume that an agent is driving a 
car on the Princes Highway from Sydney to Melbourne. 
Here, there are four stimulus involved in this event. They 
are: the car, the Princes Highway, the source city 
Sydney, and the destination city Melbourne. Initially, the 
control the agent has over these four stimuli is 0. Now, 
assuming that this event was successful, the agent will 
increment the control value of each of these stimuli by 1, 
and calculate the overall control value towards this event 
to be the average control over all the stimuli in the event. 
In this case, it will be 1 ((1+1+1+1)/4). Further, assume 
the agent now performs the same event successfully at 
another time. Now, its control over each of the stimuli 
will be increased by 1, and the overall control towards 
the event will be 2. But, if on the third trip, the agent 
drives the car along Pacific Highway from Sydney to 
Brisbane, the initial control over Sydney and car is 2, 
respectively, but the control over Pacific Highway and 
Brisbane is 0, respectively. So, the overall control over 
this event will be 1 ((2+2+0+0)/4). If this event was 
successful, the overall control will be 2 ((3+3+1+1)/4). 

Control O is calculated by averaging the summation 
of the amount of control the agent has had over an 
stimulus or event during every encounter the agent has 
had with the stimulus or event: 
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where m is the number of times the agent has come in 
contact with the stimulus s, and o is the amount of 
control the agent had over s. 

3.1.6 Certainty 
This dimension refers to an individual’s assessment 

of a stimulus as to the reliability that its affects or 
behaviours can be predicted.  This is calculated in an 
EMAI agent by considering the degree of success or 
failure the agent has had in past encounters with the 
stimulus. For example, if the agent has carried out 50 
attempts at driving from Sydney to Melbourne on the 
Princes Highway, and it succeeded in 30 of its attempts, 
and failed the other 20, then the certainty of success on 
the 51st attempt will be 0.6 and the certainty of failure 
will be 0.4. 

Certainty C is calculated by determining the 
probability of success for the agent’s involvement with a 
stimulus.  Given that S is a function that returns the 
number of times that s has been used by or involved with 
the agent for a successful event, C can be calculated as: 

msSC /)(=                           (6) 

where m is the number of times the agent has come in 
contact with the stimulus s.  

3.2 Expressing An Agent's Emotional State 
An agent's emotional state, Ω, can be expressed 

as, 
 },,,,,{ ORACEP=Ω                     (7) 

Given Ω, the emotional state of the agent can be 
deduced, for the purpose of expression in natural 
language, by determining the distance that Ω is from 
each of the 15 pure emotion points.  To do this a simple 
linear distance function is applied1.  To determine a word 
that best describes the agent's emotion state of Ω the 
distance between Ω and each of the pure emotions 
(Ω1…Ω15) is calculated using  

 
)()()()()()( 222222

OORRAACCEEPP jjjjjj −−−−−−∆ +++++=Ω

 

(8) 
 
where 15 values are calculated for j = 1,..,15. The pure 
emotion closest to the agent's emotional state, expressed 
as a written word, Em, closest to Ω is then determined by 
using 

))(min(_
15

1
U
=
∆Ω=

j

nameemotionEm                 (9) 

where the function min returns the pure emotion point in 
closest proximity to Ω and the function emotion_name 
converts the pure emotion point into a string. 

                                                           
1 While more complex distance functions could be 
implemented and examined, for simplicity this will not 
be examined further in this investigation of the EMAI 
architecture. 
 

For example, assume an agent with an emotional state 
point of  Ω =[0.15, 0.87, 0.35, -0.3,0.1,-0.5].  To find the 
name of the emotion that best describes the item’s 
emotional state, the first step is to find the distance 
between this point and the 15 pure emotion points in the 
Affective Space using Eq. (2).  The results are shown in 
Table 2. 

Table 2 Distance Between Item’s Emotional State and Pure 
Emotions in Affective Space 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It can be seen from Table 2 that the agent's emotional 
state can best be described as shame.   

3.3 Assigning Emotion to Stimuli 
An EMAI agent primarily perceives a stimulus and 

associates an emotion with it based on how the agent 
assess the stimulus with respect to the six appraisal 
dimensions.  The emotion associated with a stimulus, s, 
is expressed in the same manner as was used for the 
agent's emotional state in Eq. (7), thus 

 
},,,,,{ ORACEP sssssss =Ω                   (10) 

 
As events occurring in an EMAI agent's environment 

rarely consist of just one stimulus, stimuli are rarely 
processed individually.  Based on the outcome of 
processing an event, E, the agent will assign a weighting 
w, to the emotional state of each of the stimuli.  As the 
weighting of a stimuli and resulting emotional state with 
respect to an event are dynamic, the time, t, at which the 
emotional state is being calculated must also be taken 
into consideration. Therefore, the emotional state 
resulting from an event E, written as Ω tE ,

 is calculated 

as 

∑ ΩΩ
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where n is the number of stimuli associated to event E, 
and   

and  
 

Emotion Distance (∆Ω) 
Happiness 0.0208 
Sadness 0.0222 
Anger 0.0218 

Boredom 0.0215 
Challenge 0.0159 

Hope 0.0146 
Fear 0.0170 

Interest 0.0211 
Contempt 0.0168 
Disgust 0.0174 

Frustration 0.0193 
Surprise 0.0268 

Pride 0.0164 
Shame 0.0080 
Guilt 0.0084 

∑
=

=
n
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After the event, each of the stimuli involved in the event 
have their emotional associates updated with respect to 
the change in the emotional state of the agent evoked by 
the outcome of the event, ΩO,t+1.  ΩO,t+1 represents the 
emotional state of the agent after an event has occurred 
where O  stands for the outcome emotion and t+1 is the 
time at which the event ended.   This value is not the 
same as the emotional state assigned to the event after it 
has been executed.  This is calculated later in this 
section. 

A change in the emotional state of the agent occurs 
when the values for each of the appraisal dimensions ( P, 
E, C, A, R, O ) are updated during and after an event.  
While each of six appraisal values of an individual 
stimuli involved in the event influence how these values 
are changed for the agent’s emotional state, the final 
emotional state cannot be determined before the event 
occurs.  The agent can only speculate.  For example, an 
event the agent believes will make the agent happy may 
fail during execution, may take longer to complete than 
initially thought or may require extra effort.  These 
factors would change the values of the appraisal 
dimensions independently of any influence over these 
values by the stimuli of an event or the event itself.  The 
resulting emotional state in this example may be sad 
rather than the expected happy.  Therefore, ΩO,t+1 cannot 
be calculated by combining the appraisal dimensions of 
the stimuli of an event, but can only be determined after 
the event has occurred.  Only then can an analysis of the 
appraisal dimensions take place. This would include 
values from the appraisal dimensions of the stimuli in the 
event and also takes into consideration changes in the 
agent’s physical and mental states.  The new emotional 
state of the agent is used to update the values of the 
appraisal dimensions for each of the event stimuli. The 
agent attributes a change in its emotional state to be the 
result of the event and therefore, updates the emotional 
state of the event and its stimuli accordingly. 

Having said this, ΩO,t+1 can be predicted by 
combining the appraisal of an event with the agent's 
current emotional state, thus 

( )ΩΩΩΩ −+=
++ tEtEtO w ,1,1,

         (12) 

where n is the number of stimuli associated with the 
event E, and   

  
 

The change in the emotional state of an event is 
calculated using 

ΩΩ∆ −=
+Ω tEtO ,1,

            (13) 

After this has been calculated the emotional states for 
each stimuli in the event can be updated as 

∆ΩΩ Ω++
+= w tststs 1,,1,

                  (14) 

Instead of the stimulus taking on the final emotional 
state of the event, the previous emotional state of the 
stimulus is taken into account along with the effect the 
stimulus had in the resulting emotional state for the 
event.  If the event’s resulting emotional state is the same 

as its initial state and ws,t = ws,t+1 then the emotional state 
for the stimulus will not change. 

4 Results 
The way in which emotional state of an EMAI agent 

influences its perception and in turn its decision making 
process will now be examined. 

4.1 Emotions Influencing Perception 
In psychology, perception is viewed as being 

influenced by motivation, emotion, social and cultural 
factors [9].  Each of these factors has the following effect 
on an individual: 

• readiness: a greater inclination to react to a 
stimulus  

• precedence: ensuring priority stimulus are 
processed before others  

• selection:  the choice of one stimulus over 
another 

• interpretation: the effect of a stimulus is 
predicted before it is experienced 

 
An EMAI agent’s perception is influenced by the 

factor of emotion and influences the agent’s behaviour 
with respect to the four effects listed above.   

An agent’s inclination to react to a particular 
stimulus is influenced by agent’s current emotional state, 
its internal states, and the emotion the agent associates 
with the stimulus.  For example, if the agent is hungry it 
will be ready to react to a food stimulus. 

The precedence that an agent gives to the processing 
of a stimulus is dependant on the agent’s current 
emotional states and its internal state.  The agent’s 
internal state determines which of the agent goals have 
the higher priority.  If there are a number of goals with 
the same priority, the agent determines which goal to 
attempt using emotion-based decision making. For 
example, if the agent would prefer to be happy, it will 
perform an action to satisfy the goal that would make it 
most happy.  This also makes the agent prioritise the 
stimuli that are processed.  Stimuli involved in the 
fulfilment of the agent’s goals are given higher priority. 
The same processing of agent goals and priority also give 
the agent the ability to select between the stimuli that are 
processed.   

Finally, the way in which stimuli are associated with 
emotions in the EMAI architecture, give agents the 
ability to interpret or predict the effect that a stimulus 
will have on the agent.  It is this prediction process that 
allows the agent to select which goal and stimuli to 
process. 

Whenever an EMAI agent encounters a stimulus, 
that stimulus is perceived with respect to the agent's 
current emotional state and the last emotion associated 
with the stimulus.   For example, if in a previous 
encounter the agent associated a stimulus, s, with the 
emotion surprise, Ωs, the next time it encounters the 
stimulus it will evaluate how the emotion surprise would 
affect the agent's current emotional state. Figure 2, shows 

10 ≤≤ wE
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an agent's emotional state at two independent time 
intervals. Ω1 is happiness and Ω1 is anger. Using Eq. (14) 
with a weighting of 0.5, the resulting perceived 
associated emotion is shown in Figure 3 as  Ωs,1 
(surprise-happiness) when the agent is happy (Ω1) and 
Ωs,2 (close to challenge) when the agent is angry (Ω2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2 Emotion-based Reasoning 
The way in which emotion affects the perception of 
stimuli in an EMAI agent also influences its decision-
making process.  This procedure is twofold.  Firstly, the 
agent prioritises its behaviours by ordering them 
according to strength of the associated internal state 
register (representing a primary emotion).  Secondly, the 
agent further orders its intended behaviours by 
calculating the resulting emotional effect that performing 
the behaviour would have on the agent’s emotional state. 

Given a number of behaviours that have the same 
priority, the agent will select a behavioural event that 
will most likely update the agent’s emotional state to a 
more preferred emotional state.  For example, if the agent 
had two events of equal urgency from which to select, 
the agent would further prioritise these events 
emotionally.  The agent calculates the emotional point 
for each event and then interpolates how this event, when 
performed, will update the agent’s emotional state.  If the 
agent would prefer to have an emotional state closer to 
happy it would select the event that would, when 
combined with its current emotional state, make the 
agent happy.  Assume the agent is experiencing hunger 
according to a high level on the internal register 
representing this state.  The prioritised goal would be eat. 
The agent’s environment may contain a number of 
stimuli that could help satisfy the eat goal (e.g. apple and 
chocolate).  If eating chocolate would make the agent 
more happy than eating the apple, the agent would 
choose the chocolate.  

As the agent's perception of the stimuli involved in a 
behavioural event changes with the agent's current 
emotional state, an event chosen that would change the 
agents mood to happy from angry will be different from 

an event that would change the agents mood to happy 
from guilty.    

Lets consider two events, E1 and E2 where 
 
 

 
and 

 
 

ΩE1 is best described as contempt and ΩE1 is best 
described as fear using Eq. (8).   

If the agent were in a happy mood such that 
 

 
the predicted outcome of each event could be calculated 
using Eq. (12) (assuming a weighting of 0.5) thus 
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The agent would predict, using Eq. (9) that E1 would 
make it feel happy and E2 would make it feel fear. These 
calculations are shown graphically in Figure 42.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If however, the agent was in a guilty mood, that is  

                                                           
2 Although, in this 2D figure, E2 appears to be closer to 
hope, linearly in six-dimensions it is not. 
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Figure 4 The predicted resulting emotions from events E1 
and E2 on a happy agent. 
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Figure 3. The agent's emotional state and its perception of a 
stimulus. 
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the outcomes from E1 and E2 would be perceived 
differently.  Using Eq. (12) and in turn Eq. (9), ΩO,E1 and 
ΩO,E2 would be described as shame with  the point for 
ΩO,E2 lying closer to pure shame than ΩO,E1 in the 
affective space.  The emotions for E1, E2, the agent and 
the predicted emotions are shown in Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It can be seen from this example that the agent's 
current emotional state influences how stimuli and their 
associated events are perceived by the agent.  Once a 
prediction has been made as to the outcome of a number 
of events the agent can select from these which event 
will become the agent's outward behaviour based on a 
preferred emotional state.  For example, if the agent 
would prefer to be in a happy emotional state, it would 
select the event that was predicted to make the agent's 
outcome emotion closest to happiness in the affective 
space. 

5 Summary 
Emotions are a difficult concept to define let alone 
integrate into the domain of artificial intelligence.  
Emotions have been studied in fields such as philosophy, 
physiology, neurology and psychology. All have their 
own and often distinct ideas and models explaining how 
emotions are generated and affect behaviour.  One 
distinct mechanism in all agent architectures is 
perception and if agents are to be designed that integrate 
emotion to enhance general intelligence, the influence 
that emotion has on the agent's senses should also be 
examined. 

The EMAI architecture was developed to examine the 
multidimensional appraisal of emotion and the use of 
such a construct in artificial emotion processing.  As 
emotion and perception are complexly intertwined in 
humans, it was concluded that such a relationship should 
exist in an affective agent.  Perception in an EMAI agent 
does not occur at the sensing level, however, all 
incoming sensory data is emotionally filtered through the 
affective space.  The current emotional state of an EMAI 

agent affects how the agent perceives any incoming 
information. 

The evaluation of the use of the EMAI architecture to 
model a computerised character, presented in [14], 
determined if the model was sufficiently capable of using 
its set of highly integrated mechanisms for generating 
motivation, goal setting, emotional intelligence and event 
prioritisation and scheduling.  The results gave positive 
feedback about the EMAI architecture's ability to 
produce reasonable emotional states and associated 
behaviours.  The data also confirmed the agent's ability 
to set and execute goals using motivational mechanisms 
related to the agent's physical and mental states.  

What the future holds for the field of affective 
computing is unclear.  As it is very much in its infancy, 
researchers need to continue to examine and assess the 
elementary concepts of emotion generation and emotion 
influence.  No one theory stands out from the rest as 
being the ideal.  The complexities of human emotions 
may be too extreme to include them holistically within an 
artificial intelligence at this time.  Only those segments 
of emotional behaviour that are advantageous to the 
goals of an artificial being should be considered.   
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Neural networks and Neurofuzzy models have been successfully used in the prediction of nonlinear time 
series. Several learning methods have been introduced to train the Neurofuzzy predictors, such as 
ANFIS, ASMOD and FUREGA. Many of these methods, constructed over Takagi Sugeno fuzzy inference 
system, are characterized by high generalization. However, they differ in computational complexity. The 
emotional Learning, which is successfully used in bounded rational decision making, is introduced as an 
appropriate method to achieve particular goals in the prediction of real world data. For example, 
predicting the peaks of sunspot numbers (maximum of solar activity) is more important due to its major 
effects on earth and satellites. The emotional learning based fuzzy inference system (ELFIS) has the 
advantages of simplicity and low computational complexity in comparison with other multi-objective 
optimization methods. The efficiency of proposed predictor is shown in two examples of highly nonlinear 
time series. Appropriate emotional signal is composed for the prediction of solar activity and price of 
securities. It is observed that ELFIS performs better predictions in the important regions of solar 
maximum, and is also a fast and efficient algorithm to enhance the performance of ANFIS predictor in 
both examples. 

1 Introduction 
 

 Predicting the future has been an interesting 
important problem in human mind. Alongside great 
achievements in this endeavor there remain many 
natural phenomena the successful predictions of which 
have so far eluded researchers. Some have been 
proven unpredictable due to the nature of their 
stochasticity. Others have been shown to be chaotic: 
with continuous and bounded frequency spectrum 
resembling white noise and sensitivity to initial 
conditions attested via positive Lyapunov exponents 
resulting in long term unpredictability of the time 
series. There are several developed methods to 
distinguish chaotic systems from the others, however 
model-free nonlinear predictors can be used in most 
cases without changes. 
 Comparing with the early days of using classical 
methods like polynomial approximators, neural 
networks have shown better performance, and even 
better are their successors: Neurofuzzy models [1], [2], 

[3], [4]. Some remarkable algorithms have been 
proposed to train the neurofuzzy models [4], [5], [6], 
[7]. The pioneers, Takagi and Sugeno, presented an 
adaptive algorithm for their fuzzy inference system 
[5]. Some other methods, including adaptive B-spline 
modeling [6] and adaptive network-based fuzzy 
inference system [7], fulfill the principle of network 
parsimony which leads to high generalization of 
performance. Generalization is the most desired 
property of a predictor. The principle of parsimony 
says that the best models are those with the simplest 
acceptable structures and the smallest number of 
adjustable parameters. 
 Following the directions of biologically 
motivated intelligent computing, the emotional 
learning methodology has been introduced on the base 
of emotions which are argued, in contemporary 
psychology, to be better predictors of future 
achievements than IQ [8], [9]. The simulated approach 
is formulated on the base of an emotional signal which 
shows the emotions of a critic about the overall 



138 Informatica 27 (2003) 137–145  C. Lucas et al. 
 

 

performance of the system. The emotional signal can 
be produced by any combination of objectives or goals 
which improve the estimation or prediction. The loss 
function will be defined as a function of emotional 
signal and the training algorithm will be simply 
designed to minimize this loss function. Thus the need 
for elaborated definitions of loss function in multi 
objective problems, which results in high 
computational complexity, is simply handled by 
defining an appropriate emotional signal. The cost 
which should be paid is that the result will be just 
satisficing rather than optimizing. As a result, the 
model will be trained to provide the desired 
performance in a holistic manner. The emotional 
learning algorithm has three distinctive properties in 
comparison with other learning methodologies. For 
one thing, one can use very complicated definitions for 
emotional signal without increasing the computational 
complexity of algorithm or worrying about 
differentiability or renderability into recursive 
formulation problems. For another, the parameters can 
be adjusted in a simple intuitive way to obtain the best 
performance. Besides, the training is very fast and 
efficient. As can be seen these properties make the 
method preferable in real time applications like control 
and decision making, as have been presented in 
literature [10],[11],[12],[13],[14],[15],[16],[17],[18]. 
 In this research the emotional learning algorithm 
has been used in the purposeful prediction of some 
real world data: the sunspot numbers and the price of 
securities. In predicting the sunspot number time 
series, the peak points, related to solar maximum 
regions, are more important to be predicted than the 
others due to their strong effects on space weather, 
communication systems and satellites. Additional 
achievements are fast training of model and low 
computational complexity. The main contribution of 
this paper is to provide accurate predictions using 
emotional learning for Takagi Sugeno neurofuzzy 
model. The results are compared with other methods 
of training neural and neurofuzzy models like RBF 
and ANFIS. The paper consists of six parts; the main 
aspects of Takagi-Sugeno fuzzy inference system 
along with associated learning methods are described 
in the second section. The third section deals with the 
various forms of utilizing emotional learning in the 
prediction problem. The results of applying the 
proposed prediction method to benchmark time series 
are reported and analyzed in sections four and five. 
Finally, the last section presents some remarkable 
properties of emotional learning and some concluding 
remarks. 
 
2 NeuroFuzzy models 
 
 Two major approaches of trainable neurofuzzy 
models can be distinguished. The network based 
Takagi-Sugeno fuzzy inference system and the locally 
linear neurofuzzy model. The locally linear model is 
equivalent to Takagi-Sugeno fuzzy inference system 

under certain conditions, and can be interpreted as an 
extension of normalized RBF network as well [2]. 
Therefore, the mathematical description of Takagi 
Sugeno neurofuzzy model which is the most general 
formulation will be described in this section. 
 The Takagi-Sugeno fuzzy inference system is 
constructed by fuzzy rules of the following type 
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 Where Mi ...1=  and M is the number of fuzzy 
rules. puu ,...,1  are the inputs of network, each ijA  
denotes the fuzzy set for input ju  in rule i and ( ).if  is 
a crisp function which is defined as a linear 
combination of inputs in most applications 
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Where ( )jij uµ  is the membership function of jth input 
in the ith rule and ( )uiµ  is the degree of validity of the 
ith rule. This system can be formulated in the basis 
function realization which clarifies the relation 
between Takagi-Sugeno fuzzy inference system and 
the normalized RBF network. The basis function will 
be 
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as a result 
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 This neurofuzzy model has two sets of adjustable 
parameters; first the antecedent parameters, which 
belong to the input membership functions such as 
centers and deviations of Gaussians; second the rule 
consequent parameters such as the linear weights of 
output in equation (2). It is more common to optimize 
only the rule consequent parameters. This can be 
simply done by linear techniques like least squares [2]. 
A linguistic interpretation to determine the antecedent 
parameters is usually adequate. However, one can opt 
to use a more powerful nonlinear method to optimize 
all parameters together. Gradient based learning 
algorithms can be used in the optimization of 
consequent linear parameters. Supervised learning is 
aimed to minimize the following loss function (mean 
square error of estimation): 

 ( ) ( )( )∑
=
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i
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N
J
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where N is the number of data samples. 
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 According to the matrix form of (2) this loss 
function can be expanded in the quadratic form 

 NYYPWRWWJ TTT +−= 2  (7) 
 Where ( ) AANR T1=  is the autocorrelation 
matrix, A is the pN ×  solution matrix whose ith row 
is ( )( )iua  and  ( ) yANP T1=  is the p dimensional 
cross correlation vector. From 

 022 =−=
∂
∂ PRW
W
J  (8) 

the following linear equations are obtained to 
minimize J: 

 PRW =  (9) 
and W is simply defined by pseudo inverse calculation. 
One of the simplest local nonlinear optimization 
techniques is the steepest descent. In this method the 
direction of changes in parameters will be opposite to 
the gradient of cost function 

 ( ) ( ) ( )iRWP
iW

JiW 22 −=
∂
∂

−=∆  (10) 

and 
 ( ) ( ) ( )iWiWiW ∆⋅+=+ η1  (11) 

where η  is the learning rate. 
 Other nonlinear local optimization techniques can 
be used for this purpose, e.g. the conjugate gradient or 
Levenberg-Marquardt which are faster than steepest 
descent. All these methods have the possibility of 
getting stuck at local minima. Some of the advanced 
learning algorithms, that have been proposed for the 
optimization of parameters in Takagi-Sugeno fuzzy 
inference system, include ASMOD (Adaptive B-
Spline modeling of observation data) [6], ANFIS 
(Adaptive network based fuzzy inference system) [7] 
and FUREGA (fuzzy rule extraction by genetic 
algorithm) [2]. ANFIS is one of the most popular 
algorithms that has been used for different purposes, 
such as system identification, control, prediction and 
signal processing. It is a hybrid learning method based 
on gradient descent and least square estimation. 
ASMOD is an additive constructive algorithm based 
on k-d tree partitioning. It reduces the problems of 
derivative computation, because of the favorable 
properties of B-spline basis functions. Although 
ASMOD has a complicated procedure, it has 
advantages like high generalization and accurate 
estimation. 
 One of the most important problems in learning is 
the prevention of over fitting. It can be done by 
observing the error index of test data at learning 
iterations. The learning algorithm will be terminated, 
when the error index of test data starts to increase, in 
an average sense. Prevention of over fitting is the most 
common way of providing high generalization. 
 
3 Emotional Learning 

 
 Satisficing approaches to decision making has, is 
recent years, been widely adopted for dealing with 
complex engineering problems [18]. New learning 

algorithms like reinforcement learning, Q-learning, 
and the method of temporal differences [19], [20], 
[21], [22], [23] are characterized by their fast 
computation and in some cases lower error in 
comparison with classical learning methods. They can 
be interpreted as approximations to dynamic 
programming, which although furnishes a well known 
computational algorithm, via recursive solution of the 
Bellman-Jacobean-Hamilton equation and perhaps the 
best example of fully rational approach to decision 
making, is notorious for its computational complexity, 
sometimes referred to as the “curse of dimensionality” 
[24], [25]. Fast training is a notable consideration in 
control applications. Prediction applications also 
belong to the class of decision making problems where 
two desired characteristics are accuracy and low 
computational complexity. 
 The Emotional learning method is a 
psychologically motivated algorithm which is 
developed to reduce the complexity of computations in 
prediction problems with particular goals. In this 
method the reinforcement signal is replaced by an 
emotional cue, which can be interpreted as a cognitive 
assessment of the present state in light of goals and 
intentions. The main reason of using emotion in a 
prediction problem is to lower the prediction error in 
some regions or according to some features. For 
example predicting the sunspot number is more 
important in the peak points of the eleven-year cycle 
of solar activity, or accurate prediction of the peaks 
and valleys in the price of securities may be desired. 
This method is based on an emotional signal which 
shows the emotions of a critic about the overall 
performance of prediction. The emotional signal can 
be produced by any combination of objectives or goals 
which improve estimation or prediction. The loss 
function will be defined just as a function of emotional 
signal and the training algorithm will be simply 
designed to decrease this loss function. So the 
predictor will be trained to provide the desired 
performance in a holistic manner. If the critic 
emphasizes on some regions or some properties, this 
can be observed in his emotions and simply affects the 
characteristics of predictor. Thus the definition of 
emotional signal is absolutely problem dependent. It 
can be a function of error, rate of error change and 
many other features. Finding an appropriate 
formulation for emotion is not usually possible; in 
contrast a linguistic fuzzy definition of it is absolutely 
intuitive and plausible.  
 A loss function is defined on the base of 
emotional signal. A simple form is 
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where es(i) is the of emotional signal to the ith sample 
of training data, and K is a weighting matrix, which 
can be simply replaced by unity. 
 Learning is adjusting the weights of model by 
means of a nonlinear optimization method, e.g. the 
steepest descent or conjugate gradient. With steepest 
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descent, the weights are adjusted by the following 
variations: 
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where η  is the learning rate of the corresponding 
neurofuzzy controller and the right hand side can be 
calculated by chain rule: 
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According to (12): esK
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and 
ω∂
∂y  is accessible from (3) where ( ).if  is a linear 

function of weights. 
 Calculating the remaining part, 

y
es
∂
∂ , is not 

straightforward in most cases. This is the price to be 
paid for the freedom to choose any desired emotional 
cue as well as not having to impose presuppose any 
predefined model. However, it can be approximated 
via simplifying assumptions. If, for example error is 
defined by 

 yye r −=  (15) 
where ry  is the output to be estimated, then 
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can be replaced by its sign (-1) in (14). The algorithm 
is after all, supposed to be satisficing rather than 
optimizing. 
 Finally the weights will be updated by the 
following formula: 
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 The definition of emotional signal and the 
gradient based optimization of the emotional learning 
algorithm in neurofuzzy predictors are clarified among 
two examples in the next sections. 
 
4 Predicting the Sunspot numbers 
 
 Solar activity has major effects not only on 
satellites and space missions but also on 
communications and weather on earth. This activity 
level changes with a period of eleven years, called 
solar cycle. The solar cycle consists of an active part, 
the solar maximum, and a quiet part, solar minimum. 
During the solar maximum there are many sunspots, 
solar flares and coronal mass ejections. A useful 
measure of solar activity is the observed sunspot 
numbers. Sunspots are dark spots on the surface of the 
sun which last for several days. The SESC sunspot 
number is computed according to the Wolf’s sunspot 
number R=k(10g+s), where  g is the number of 
sunspot groups, s is the total number of spots in all the 

groups and  k is a variable scaling factor that indicates 
the conditions of observation. 
 A variety of techniques have been used in the 
prediction of solar activity, most of which are based on 
the sunspot number time series. The sunspot number, 
which has been saved since 1700, shows low 
dimensional chaotic behavior and its prediction has 
been a challenging problem for researchers. However, 
good results are obtained by methods proposed in 
several articles [26], [27], [28], [29], [30]. In this 
research, both the monthly and the yearly averaged 
sunspot numbers are used to be predicted. Figure 1 
shows the history of solar cycles on the base of yearly 
sunspot numbers. The error index in predicting 
sunspot numbers, similar to most of the previous 
studies, is the normalized mean square error (NMSE): 

 
( )

( ) ⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

−

−
=

∑

∑

=

=
n

i

n

i

yy

yy
NMSE

1

2

1

2ˆ
 (19) 

In which yandyy ˆ,  are observed data, predicted data 
and the average of observed data respectively. 
 

 
Figure 1: The yearly averaged sunspot number 

 
 As the first observation, the emotional learning 
algorithm has been used to enhance the performance 
of a neurofuzzy predictor, initially trained by ANFIS. 
The emotional signal is computed by a linguistic fuzzy 
inference system with error and rate of error change as 
inputs. Five and three Gaussian membership functions, 
negative large, negative, zero, positive and positive 
large, are used for the inputs (error and rate of error 
change, respectively) and the emotional signal is 
calculated by a center of average defuzzifier from the 
rule base depicted by the surface in figure 2. 

 
Figure 2: The surface generated by linguistic fuzzy 

rules of the emotional critic 
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There are seven Gaussian membership functions for 
the emotional signal as the output of fuzzy critic. The 
simulated fuzzy definition of the critic is motivated 
from our knowledge of emotions in human, and can be 
extended by inserting more inputs to the system. 
Figure 3 presents the targeted and predicted outputs of 
the test set (from 1920 to 2000). The lower diagram 
shows the results of best fitted data by ANFIS. The 
training is done with optimal number of fuzzy rules 
and epochs (74 epochs) and has been continued until 
the error of validation set had been started to increase. 
The other diagram shows the targeted and predicted 
values after using emotional learning. The emotional 
algorithm is used in one pass of the training data to 
fine tune the weights of neurofuzzy model which has 
been initially adjusted by ANFIS. The error index, 
NMSE, has been decreased from 0.1429 to 0.0853 
after using emotional learning. The improvement of 
prediction accuracy, especially among the solar 
maximum regions, is noticeable. It’s interesting that 
training ANFIS to the optimum performance takes 
approximately ten times more computation effort than 
the emotional learning to improve the prediction. Thus 
combining ANFIS with the emotional learning is a fast 
efficient method to improve the quality of predictions, 
at least in this example. 
 

 
Figure 3: Enhancement in the prediction of sunspot 
numbers by emotional learning, applied to ANFIS: 
Targeted and predicted values; lower: by ANFIS, 

upper: by ANFIS + Emotional Learning 
 

 The next results are reported as a comparison of 
the quality of predicting the monthly sunspot numbers 
by the Emotional Learning based Fuzzy Inference 
System (ELFIS) with some other learning methods, 
the orthogonal least squares learning for the RBF 
network and Adaptive Network based Fuzzy Inference 
System (ANFIS). All methods are used in their 
optimal performance. Over fitting is prevented by 
observing the mean square error of several validation 
sets during training. ELFIS is constructed over Takagi 
Sugeno fuzzy inference system. The emotional signal 
is computed by a fuzzy critic whose linguistic rules are 
defined by means of error, rate of error change and the 
last targeted output. By defining appropriate 

membership functions for each of the inputs and 45 
linguistic fuzzy rules, the desired behavior of 
emotional critic is provided to show exaggerated 
emotions in the solar maximum regions. Figure 4 
shows the surface generated by the fuzzy rules among 
the two dimensional space of the more important 
inputs (prediction error and last observed value of 
sunspot number). The emotional signal is used as the 
input to the learning formula (17) where the weights of 
neurofuzzy model (2) are adjusted. Just three Sugeno 
type fuzzy rules, like (1), are used in ELFIS to comply 
with the principle of parsimony. As a result, the matrix 
of adjustable weights has 9 elements (three weights for 
the three inputs of each rule). The specifications of 
methods, NMSE of predictions and computation times 
(on a 533 MHz Celeron processor) are presented in 
Table 1. It is observed that learning in ELFIS is at 
least four times faster than the others and is more 
accurate than ANFIS. Note that using a functional 
description of emotional signal rather than the fuzzy 
description generates a faster algorithm, but finding 
such a suitable function is not easy. 

 
Figure 4: The surface generated by linguistic fuzzy 

rules of the emotional critic in ELFIS; in the 
prediction of monthly sunspot numbers 

 
Table 1: Comparison of predictions by selected neural 

and neurofuzzy models 
 Specifications Computation 

Time 
NMSE 

ANFIS 8 rules and 165 
epochs 

89.5790 sec. 0.1702 

RBF 7 neurons in 
hidden layer 

84.7820 sec. 0.1314 

ELFIS 3 Sugeno type 
fuzzy rules 

22.3320 sec. 0.1386 

 
 Figures 5 to 7 show the predictions by RBF 
network, ANFIS and ELFIS respectively. These 
diagrams are a part of test set, especially the cycle 19 
which has an above average peak in 1957. It’s 
observable that ELFIS generates the most accurate 
predictions in the maximum region; however, NMSE 
of RBF is the least, indicating that RBF generates 
more accurate predictions through the total test set. By 
modifying the validation sets affecting the stop time of 
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Figure 5: Predicting the sunspot numbers by RBF  

learning procedure, even better NMSEs can be 
obtained in RBF, but this results in higher prediction 
errors especially in 1957.  

 

 
Figure 6: Predicting the monthly sunspot numbers by 

ANFIS 

5 Predicting the Security Price 
 
 The second example is the prediction of securities 
such as stocks, treasury bonds and government bonds; 
etc. If there is a predictor that predicts the future 
exactly; then the best investment is on the maximum 
rate of return. For this reason, the performance of 
prediction is significant. Some researchers have used 
neural networks e.g. MLP and RBF for the prediction 
of securities. In this research, the emotional learning 
algorithm is applied to the network initially trained by 
ANFIS to predict the stock price of General Electric 
(GE) in S&P index 500. For this case one can use 

 
Figure 7: Predicting the monthly sunspot numbers 

by ELFIS 
 

various definitions of emotional signal, as a function 
of prediction error and differential of error, or even 
any significant event like crossing of spot price with 
some well monitored moving average. Here the 
emotional signal is taken as the output of a linguistic 
fuzzy inference system with the error and the rate of 
error change as inputs. Five and three Gaussian 
membership functions are used for the inputs 
respectively. Figure 8 shows the surface generated by 
the fuzzy rules of emotional critic. 

-2
-1

0
1

2

-2

-1

0

1

2

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

Errorrate of Error change

E
m

ot
io

na
l S

ig
na

l

 
Figure 8: The output surface of a linguistic fuzzy 
inference system for producing emotional signal. 

 
 In this research, the daily closed price for the 
stock is considered. The model parameters, number of 
regressors and number of neurons are optimized to 
prevent over fitting. The stock price of 800 days and 
the price of 400 following days are used for train data 
and test data respectively. The result of predicting the 
stock price by ELFIS is presented in figure 9. 
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Figure 9: Predicting the security price using emotional 

learning plus ANFIS 
 

Table 2 presents a comparison of the quality of 
predicting the daily closed stock price of General 
Electric (GE) by ELFIS with some other networks 
such as ANFIS, RBF, and MLP. These results are 
obtained by considering the over fitting and the 
optimal neurons in the hidden layer (on a 1.8 GHz 
Celeron processor). As this practical example shows, 
the emotional learning algorithm provides more 
accurate predictions with lower computational 
complexity. 
 

Table 2: A comparison of various neural and 
neurofuzzy models in the stock price prediction 

 Specifications Computation 
Time 

NMSE 

MLP 37 neurons in 
hidden layer 

6.5600 sec. 0.0347 

ANFIS 12 rules and 
257 epochs 

13.8390 sec. 0.0370 

RBF 31 neurons in 
hidden layer 

7.2000 sec. 0.0395 

ELFIS 12 Sugeno type 
fuzzy rules 

1.8320 sec. 0.0358 

 
6 Conclusion 
 
 Training a system to make decision in the 
presence of uncertainties is a difficult problem 
especially when computational resources are limited. 
Supervised training can not be used because the 
desired values for the decision variables are unknown. 
However, the desirability of past decisions can usually 
be assessed after the outcomes of their 
implementations are observed. Therefore, 
unsupervised training methods that do not utilize those 
assessments can not take full advantage of the 
available knowledge. Several approximate methods 
like back propagation through plant, and identification 
of the plant or (pseudo) inverse plant model have been 
successfully used in the past couple of decades [31], 
[32], [33], [34]. Behavioral and emotional approaches 
to control and decision making can also be classified 
in this category [35]. Besides providing biological 

plausibility, they have the extra advantage of not being 
confined to cheap control problems like set point 
tracking [10]. The emotional approach is a step higher 
in the cognitive ladder and can be more useful in goal-
aware or context-aware applications (e.g. dealing with 
multiple objectives in decision problems even when 
the objectives are fuzzy or can not be differentiated or 
directly evaluated with simple mathematical 
expressions). 
 The main contribution of this paper is the 
application of those ideas to prediction domain. 
Although prediction is easier to deal with because we 
do not have the further complexity of unknown plant, 
and so the proposed learning methods should also be 
compared to error minimization methodologies, model 
free prediction has also become of great importance in 
the past few decades, and there have been many past 
efforts to train neuro- and/or fuzzy predictors with 
alternative loss functions. In this paper, we have used 
the emotional learning interpolation to two very 
important benchmark problems. The motivation is not 
confined to achieving computational efficiency or 
improving the total prediction accuracy. In both 
problems, achieving more accurate results in desired 
regions or according to some important features is an 
important goal towards which some increase in error 
indices alongside the total test set can be tolerated. 
Specifically, one wishes to improve the prediction 
quality of solar activity (the sunspot number time 
series) in solar maximum regions (the peak points of 
sunspot number) at the expense of the prediction 
accuracy in less interesting regions. In the case of 
stock market prediction too, the quality of predictions 
in trend reversal regions (peaks and valleys) are of 
greater importance for supporting investment 
decisions. 
 The achievements reported in this paper are 
twofold. On the one hand, excellent prediction quality 
has been achieved for the two different benchmark 
problems with considerable reduction in 
computational complexity. On the other hand, a 
psychologically motivated framework for considering 
alternative or even multiple goals in decision making 
(in this case prediction) has been proposed, which is 
easy to apply even when the goal can not be expressed 
via well known mathematical expression, or is not 
differentiable. The goals are satisfied by tuning the 
predictor so that an emotional signal indicating how 
the present state is assessed to be non-conductive to 
the goals, is continually minimized (i.e. we shift 
gradually to states assessed as more satisfactory with 
respect to the goals). The proposed emotional learning 
based fuzzy inference system (ELFIS) has been used 
in the prediction of solar activity (the sunspot number 
time series) where the emotional signal is determined 
with emphasis on the solar maximum regions (the 
peak points of sunspot number) and it has shown 
better results in comparison with RBF network and 
ANFIS. In the prediction of security price, the 
emotional learning algorithm is defined by emotions 
of a fuzzy critic and results in good predictions. In fact 
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the use of a combination of error and rate of error 
change leads to late overtraining of the model. The 
definition of emotional signal is an important problem 
in emotional learning algorithm and provides higher 
degrees of freedom. In the prediction of security price, 
better performance can be obtained through the use of 
variables in addition to the lagged values of the 
process to be predicted (e.g. fundamentalist as well as 
chartist data). 
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An emotional architecture for artificial agents, inspired in Damásio’s concept of somatic markers, is de-
scribed in this paper. An associative memory, capable of providing estimates of action consequences for
given situations, is also developed. The role emotions play on behaviour triggering is also discussed. This
architecture has been successfully applied to robotic soccer, leading to an effective emotion-based machine
learning.

1 Introduction

There is an apparent simplicity in most of the human deci-
sion processes: deciding which restaurant should we dinner
at or choosing a movie to watch does not usually take us to
an explicit and exhaustive enumeration and consideration
of all the information, conditions and constraints consid-
ered relevant to the decision making process. Yet, despite
this simplicity, most of the times our decisions lead us to
advantageous situations, or, at least, prevent potentially un-
desirable ones.

António R. Damásio has pointed out the role of emo-
tions on those human decision processes (1). According
to Damásio, emotions have a key importance in the whole
human rationality, as they effectively provide a selection
mechanism that distinguish, in a situation where a decision
is needed, the best alternatives, according to the individual
past experience. This emotion-based decision mechanism
is based on the concept ofsomatic marker(1).

Damásio defines anemotionas a perturbation in the state
of a set of human body variables, caused by situations or
thoughts. These variables include, for example, blood pres-
sure, endocrinous glands activity, musculature parameters,
to name but a few. Strong experiences lead to heavy pertur-
bations of these variables, thus generating significant emo-
tions. On the other hand, afeeling, according to Damásio,
is considered an association of an emotion with the mental
image of the situation that give rise to it. Damásio names
a feeling that is kept in the human long-term memory as
a somatic marker. From an artificial intelligence point of
view, one can think those feelings as consisting of pairs
(Perception, Emotion), where aperceptionis defined as the
processed information that respects to a state of the world
and the agent itself.

When a decision has to be made some neural disposi-
tions, representing some of the previous acquired somatic
markers, are triggered as a consequence of several possi-

ble future scenarios that are brought to the mind. When
one of these scenarios is similar to the perception hold by
a somatic marker the corresponding emotional variation is
replicated in the human body. This allows a fast classifica-
tion of that future scenario in terms of its desirability, and
hence provides a benefit evaluation of the action that would
lead to that hypothetical scenario. When a decision has
to take place, emotions automatically discard some “actua-
tion paths”, while emphasising others, therefore contribut-
ing for narrowing the decision search space.

The model proposed here aims at the implementation, in
an artificial agent, of the decision and learning capabilities
provided by somatic markers in human beings. There are
no references in this work to concepts like sadness, anger,
fear or joy, since it is intended not to replicate human emo-
tions on an artificial machine but rather to implement the
functionality of emotions, namely their contribution to the
decision making process.

In Section 2 the proposed architecture and all of its mod-
ules are presented, namely, the associative memory mod-
ule, its management for finite resources, the decision mod-
ule and the action switching module. In Section 3 some
experiments performed to evaluate the performance of the
proposed architecture are described and their results dis-
cussed. Finally, Section 4 presents some related work and
Section 5 finishes the paper, drawing some conclusions and
pointing directions to future investigation on the architec-
ture presented in this paper.

2 The Proposed Architecture

An intelligent agent is usually considered as an entity that,
for each perception, tries to maximize some kind of util-
ity function over time, choosing its most adequate avail-
able action(2). Usually the instantaneous utility function is
built upon a finite set of attributes, also called motivations
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in this paper. Let us define theConnotation Vectoras the
vector collecting the attributes deviations from their opti-
mal values,i.e., deviation from the values for which the in-
stantaneous utility function takes its maximum value. This
vector hasNC components, whereNC is the number of at-
tributes considered. It is easy to see that the instantaneous
utility function is maximized when the connotation vector
is equal to the null vector. The agent using this architecture
should maximize

U =
1
T

∫ t0+T

t0

u(t) dt , (1)

wheret0 is the current time,T is a time horizon,U is the
utility value andu(t), the instantaneous utility, is obtained
from the connotation vector according to

RNC =⇒ R
C(t) 7→ u(t) = µ(C(t)) , (2)

whereC, the connotation vector, is calculated using the
function

ΩP =⇒ RNC

P (t) 7→ C(t) = χ(P (t)) , (3)

whereP is a perception andΩP is the perception space.µ
andχ are functions depending on the environment and on
the agent objectives. Maximizing the instantaneous utility
function is equivalent to minimizing the connotation vec-
tor, and the agent tries therefore to keep its connotation
vector as close to the null vector as possible.

Notice that the emotional decision system of a human
being also tries to keep a set of body variables as close as
possible to their equilibrium values, usually called home-
ostatic values (1). There is a parallelism between the con-
notation vector of our artificial agent and the emotional re-
sponse of an individual to some situation. In order to build
a decision and learning system based on emotions and so-
matic markers two different mechanisms have to be imple-
mented:

An associative memory: Somatic markers are essen-
tially associations between perceptions and emotional
variations. Therefore, a memory that holds a set of
perceptions and the corresponding connotation vec-
tor variations must be built. This associative mem-
ory, given a perceptionP , should allow to estimate
A∆CP , the connotation variation taken as a conse-
quence of choosing actionA. It should also provide
AIP , a measure of the quality of the information used
to estimateA∆CP .

A decision policy: Given Ai∆CP and AiIP for every
possible actionAi, which action should the agent
carry out? That decision depends onC, the agent’s
current connotation vector, but the informationAIP

also plays a role on this decision process — it intro-
duce the notion of exploration, as it will be explained
in section 2.3.

Fig. 1 provides a global view of the proposed model’s
architecture.

2.1 Estimation Using an Associative
Memory

An associative memoryΨ is defined here as a set of quadru-
ples

ψi = (ti, Pi, Ai, ∆Ci) , with 0 6 i 6 NΨ ,

whereNΨ is the number of quadruples stored in memory,
Pi is a perception acquired at instantti, Ai is the corre-
sponding chosen action and∆Ci is the connotation vector
variation, taken as a consequence of performingAi in the
situation represented byPi. The similarity between two
pairs of perceptions and corresponding actions,(Pi, Ai)
and(Pj , Aj), is defined by

ρij = ρ ((Pi, Ai), (Pj , Aj)) , with ρij ∈ [0, 1], (4)

whereρ is an environment dependent similarity measure
function which givesρij = 0 when two pairs are entirely
distinct andρ= ≈ 1 when there is a perfect match between
them. Then, for an arriving perceptionP , the connotation
variation caused by selecting actionA is estimated using

A∆ĈP =
∑NΨ

i=1 [∆Ci · ρ ((P, A), (Pi, Ai))]∑NΨ
i=1 ρ ((P, A), (Pi, Ai))

. (5)

This estimate is obtained by simply averaging all records
stored in memory, weighted by their similarity to percep-
tion P . Similar perceptions stored in memory cause the
corresponding records to have a higher contribution for es-
timating the connotation variation.

An information measure is also obtained using

AIP =
1
K

∑

i∈Ωk

ρ ((P,A), (Pi, Ai)) , (6)

whereΩk is the set formed by theK nearest neighbours
of (P, A), according to the similarity measureρ. AIP ≈ 1
when the associative memory has records similar to the pair
(P,A), meaning that the generated estimate of the conno-
tation variation caused by actionA in situationP is build
using information from similar previous experiences; on
the other hand, whenAIP ≈ 0 the estimate does not have
access to similar situations, hence suggesting an unreliable
estimation value. Note that the information gain, as de-
fined by classical information theory, can be obtained by
Ic = 1−A IP , whereIc stands for “classical information”.
Ic ≈ 0 when records similar to(P,A) are present in mem-
ory, meaning that there will not be a significative informa-
tion gain if actionA is chosen to be carried out in situation
P (as the memory already contains the results of previous
similar experiences).

Note that the estimation of the connotation vector vari-
ation is a classical statistical regression problem. Given a
sample of points(Pi, Ai,∆Ci) — the associative memory
— it is desired to estimate a (possible stochastic) function
∆C = f(P,A) that maps the perception and action spaces
to RNC , where, as previously seen,NC is the connotation
vector dimension.
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Figure 1: Architecture

2.2 Finite Resources: Memory Management

Computational limitations are inherent to any practical ar-
tificial agent, leading consequently to finite size associa-
tive memories. The special case of agents acting in real-
time demanding environments strongly restricts the mem-
ory maximum capacity for which the computation of (5) is
still performed in a reasonable time. In those cases an as-
sociative memory can easily become filled up. When a new
record is ready to be inserted into memory, the agent must
therefore pick and discard some stored quadruple. The
choice policy of the record to be eliminated is a crucial one:
on the one hand, it should not increase the mean estimation
error over time and, if possible, should even contribute to
decrease it; and on the other hand, a removal policy should
not have a computation time higher than the estimation pro-
cess itself. The complexity of the estimation performed us-
ing equation (5) isO(NΨ) in terms of basic arithmetic op-
erations and associative memory accesses. Several possible
heuristics can be used:

Antiquity: The oldest record is always picked and re-
moved. The associative memory thus becomes afirst-
in first-outqueue;

Estimation Error: This heuristic picks the record whose
elimination would produce the least variation in the
estimate,i.e., chooses a record that does not apprecia-
bly change the estimate supplied by associative mem-
ory, after the record being removed;

Variance: Records in memory where the local variability
of ∆C is low are removed first, as they are unlikely to
be useful in the estimation process;

Information: Records located in a highly dense region
of the perception space have priority for elimination,
since their deletion does not change noticeably the
value ofAIP for perceptionsP located in that region;

Meaning: This heuristic tries to preserve high|∆C|
records,i.e., records associated with strong experi-
ences.
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Figure 2: Connotation variation estimation for a 15 point
memory. These points are represented by crosses, while the
estimates with and without the presence of record 3 are rep-
resented respectively by the blue and cyan lines. Record 2
will be chosen for removal if meaning heuristic is used, as
it corresponds to the smallest connotation variation. On the
other hand, comparing points 1 and 4 shows that the latter
has a lower local variance, and thus will be removed before
the former if variance heuristic is used. Point 5 will hardly
be eliminated if information based removal is carried out,
due to its relative isolation. Finally, represented by an ar-
row is the estimation change produced by point 3 removal.
Estimation error heuristic tries to remove points that do not
change noticeably the estimation curve.

Fig. 2 illustrates the use of these heuristics. Estimation
error based heuristic should pick a memory recordi that
minimizes the estimation variation over all the perception
space,

H(i) =
NA∑

k=1

∫

ΩP

∣∣∣Ak∆ĈP −Ak ∆Ĉi−
P

∣∣∣ dP ,

whereNA is the number of possible actions andAk∆Ĉi−
P

is the estimate obtained in the absence of recordi. Com-
putational constraints, however, force this heuristic to only
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take into account the estimate error for the pointi where
the heuristicH(i) is evaluated,

H(i) =
∣∣∣Ai∆ĈPi

−Ai ∆Ĉi−
Pi

∣∣∣ . (7)

The complexity of the error estimation based heuris-
tic thus becomeO(NΨ), since complexity of (7) isO(1)
if some auxiliary values are maintained in the associative
memory records.

Local variance of recordi is given by

S2
i =

∑NΨ
j=1(∆Cj −∆C̄)2ρij∑NΨ

j=1 ρij − 1
(8)

where∆C̄, the connotation variation local mean, is given
by

∆C̄ =

∑NΨ
j=1 ∆Cjρij∑NΨ

j=1 ρij

.

Choosing a record to eliminate based on local variance
also isO(NΨ) if proper auxiliary values are kept in asso-
ciative memory records. Information based heuristic, on
the other hand, isO(N2

Ψ) if (6) is used. Instead one can
use the average similarity,

AI ′P =
∑NΨ

i=1 ρ ((P,A), (Pi, Ai))
NΨ

, (9)

to obtain aO(NΨ) information-based heuristic.

2.3 Decision

How do the agent select the action to execute, when, in a
given situation represented by perceptionP , a connotation
variation estimate, for every possible action A,A∆CP , is
available? Recall that this agent tries to keep the connota-
tion vector as close as possible to the null vector.

ConsiderAĈP = CP +A ∆CP , the expected connota-
tion vector if actionA is performed. In most cases choos-
ing an action that minimizes the Euclidian norm ofAĈP

is inadequate, as this norm does not make a distinction be-
tween vector components with different importances. Sup-
pose a weightwi is assigned to each connotation compo-
nent, with the usual restriction

∑NC

i=1 wi = 1. Selecting an
action that leads to the most favourable expected situation
becomes therefore dependent on the distance metric used
for the connotation vector. One can consider, for example,

|C| =
NC∑

i=1

wi|ci| , (10)

whereci is theith component of the connotation vector. On
the other hand, if actions that lead to high absolute values
for some of the components are to be avoided, then one can
use the following metric:

|C| =
NC∑

i=1

wic
2
i . (11)

Since ∣∣∣∣
∂|C|
∂Aĉi

∣∣∣∣ = 2wi|Aĉi| ,

the derivative of the connotation norm is proportional to
the absolute value of each connotation component. In this
manner, vectors with a high absolute value of some of their
components are effectively “punished” with a higher norm
value.

When|C| is normalized between 0 and 1 one can define
AUP , the actionA utility for perceptionP , as

AUP = 1− |C| .

Normalizing the connotation components,−1 6 ci 6 1,
assures|C| normalization when (10) or (11) are used.

Such a greedy strategy is not always the best thing to
do, especially when the agent interacts with a complex
and challenging environment. In those cases, preferring an
exploration behaviour may reveal itself more useful. Re-
member thatAIP takes a value near 0 when the associative
memory does not hold situations similar to the pair(P,A);
in those situations, the agent should consider exploring the
world.

The decision policy of the agent is consequently based
on choosing the actionA that maximizes

(1− β) AUP + β (1−AIP ) (12)

whereβ ∈ [0; 1], an exploration coefficient, may vary with
time.

2.4 Action Triggering

Deciding when to stop executing an action, and choosing
and starting another one is a delicate problem. Periodically
triggering the action switching does not allow an agent to
quickly respond to unexpected events. Making the trigger
period shorter does not solve the problem, as it may pre-
vent an acceptable perception of action consequences, thus
leading the agent to an erroneous learning. In practice, this
may lead to a global behaviour not very different from a
random behaviour selection (3).

Emotions are often pointed out as a source of behaviour
interruption (3; 4; 5). Typically, a new behaviour is trig-
gered when a significative emotional change happens. This
corresponds to a new action being chosen whenever a rele-
vant variation on the connotation vector is detected. Statis-
tical tests are robust methods that take agent sensors noise
into consideration, and consequently they are used in this
architecture to detect connotation changes.

Let D1 be a sample formed by then most recent ac-
quired connotation vectors, and letD2 collect then con-
notations directly preceding last action triggering instant.
SupposeD1 elements have a gaussian distribution, with
meanµ1 and varianceσ2. Suppose also thatD2 elements
are gaussian too, with same varianceσ2 but distinct mean
µ2. A significative variation on the connotation vector is
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assumed when hypothesisµ1 = µ2 is statistically rejected,
i.e., when, for some pre-defined significance levelα,

|tobs| > F−1
t2n−2

((1− α)/2) ,

with

tobs =

(
D̄1 − D̄2

)− (µ1 − µ2)√
(S2

1 + S2
2) /n

, (13)

where the statistic observed value,tobs, has at-studentdis-
tribution with2n− 2 degrees of freedom andF−1

t2n−2
(x) is

the t-studentinverse distribution function.̄D1 andD̄2 are,
respectively,D1 andD2 sample means.

Choosing a new action and learning the consequences of
the previous one is hence triggered whenever the statistical
test fails to prove an equality of means.

3 Results

In order to test the proposed architecture, a first experiment
was conducted to check the estimation quality of the asso-
ciative memory. Then, a soccer emotion-based agent was
created and tested. This agent does not have anya priori
knowledge of the consequence of its available behaviours,
and therefore must learn how to score using exclusively the
mechanisms developed in this work.

3.1 Estimation

Consider a scalar perception, gaussian with zero mean and
standard deviation equal to 3. There are two possible ac-
tions: the first one is chosen with 70% probability, while
the second has 30% chances of being executed. There is a
connotation variation associated with every perception and
with each action, as shown in Fig. 3. However, this con-
notation variation is corrupted with 0.2 standard deviation
white noise. 10 000 points are generated, shown in Fig. 4,
and presented sequentially to the associative memory. Two
different size memories were tested, with 100 and 1 000
points. The similarity measure between two perceptions,
ρij , is assumed to be

ρij =

{
e−

(Pi−P j)2

D if Ai = Aj ;

0 otherwise,

where D is a distance parameter whose value is equal to
0.5.

Fig. 5 illustrates the obtained estimates, for each of the
five discarding policies presented in section 2.2. Fig. 6
shows the average estimation error, calculated for−10 <
P < 10 using the true connotation variation value of Fig. 3
as a reference. Fig. 7 shows the mean value ofAIP , using
equation (6), withK = 1.

These results show how poorly a meaning-based heuris-
tic performs. Keeping only the higher connotation varia-
tion records leads usually to severe estimation errors. Such
a policy forces the agent to “see the world in black and
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Figure 3: Connotation variation for each possible action.
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Figure 4: 10 000 points sample (corrupted with additive
white noise).

white”. This policy, however, may prove itself useful when
some critical (high∆C) situations must be avoided, since
such a “superstitious” agent may be able to prevent them.
Information-based heuristic seems to work better when a
low capacity memory is used; on the other hand, estimation
error policy provides better results when a large associative
memory is employed.

The similarity measure has an important role on estima-
tion: increasing the value ofD effectively acts as low-pass
filter over the estimate. This may be desirable when han-
dling with a sparse associative memory, but it might dete-
riorate the estimate when the memory size is large enough.
Notice, in Fig. 8, how the estimate gets better ifD is set
to 0.1. Nevertheless, even with a memory with a dimen-
sion of only 100 records, estimation has proven to be quite
accurate, as seen in Fig. 4.

3.2 Simulated Soccer

Robotic soccer provides a demanding and complex envi-
ronment for artificial agents, thus being a natural test bed
where decision and learning mechanisms can be developed
and tested. The emotion-based architecture presented in
this paper was applied to the simulation soccer league of
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Robot World Cup Initiative, also known asRoboCup(6).
Although simulation league teams comprise eleven play-
ers for each side, only two distinct situations were con-
sidered: a player with no opponents (asolo game) and a
player against one opponent. Increasing further the num-
ber of players in the match necessarily leads to some ques-
tions and problems, such as the credit assignment problem
in multi-agent systems. This is a complex problem that is
not considered in this paper.

Solo Game: In the first experiment, an emotion-based
agent is left alone in the field. It does not have a clue on
its available actions consequences, although it have some
a priori motivations: it wants to keep its stamina high, it
wants to be near the ball and it wants the ball to be as near
as possible to the opponent goal. These motivations are es-
sential, since the agent needs a learning reference,i.e., it
must know the connotation of experienced perceptions. Its
perception vector consists of information on positions of
the ball and the player itself. There is also a set of available
behaviours such as getting near the ball, dribbling to goal,
kicking to goal and clearing the ball away, to name but a
few.

The agent is then allowed to play a few matches — each
match duration was set to 5 minutes — and its performance
is evaluated. Table 1 shows the game results, while Fig. 9
presents the agent score evolution.

Game Goal Score

1 8
2 13
3 22
4 21

Table 1: Lonely match: game results.
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Figure 9: Lonely match: goal average.

Table 2 shows that some of the actions were completely
discarded after some time. This may be considered an in-
telligent behaviour, since centering the ball or dribbling it

to the near corner hardly lead to a high motivation satisfac-
tion. On the other hand, the emotion-based agent quickly
develops a very efficient style: it constantly tries to get near
the ball; when this happens, the agent then dribbles and/or
shot it to opponent goal direction. Sometimes, however, it
just stands facing the ball; this happens when the agent gets
tired.

One vs.One: The presence of an opponent enlarges the
perception and action sets. This opponent is modelled as
a finite state machine with state transitions represented in
Fig. 10.

GetBall

Dribble
To
Goal

ShotStart

Got
Ball

Lost
Ball

Lost
Ball

Near
Goal

Figure 10: Opponent state machine.

Satisfying emotion-based agent motivations then be-
comes a trickier task, since the opponent player perma-
nently tries to steal the ball, driving it afterwards to the
agent own goal.

Table 3 presents game scores for a sequence of twelve
matches of ten minutes each. Opponent player easily wins
first games, since at that time the emotion-based agent is
still trying to learn action consequences.

Game Score
1 2–6
2 0–10
3 5–9
4 6–9
5 5–11
6 3–16
7 9–7
8 9–6
9 11–8
10 16–4
11 10–8
12 13–6

Table 3: Onevs.one: score and ball possession.

However, after some games the emotion-based agent
learned how to play against the reactive agent, beating it
on the subsequently matches. Table 4 shows the dispended
time of each action for the diverse matches.



EMOTION-BASED DECISION AND LEARNING. . . Informatica27 (2003) 147–157 153

4 Related Work

Until a decade ago, most of Artificial Intelligence re-
searchers associated emotions to human rationality loss:
emotions were believed to induct “a partial loss of control
of high level cognitive processes” (7). Recent neurological
evidence, however, has shown the fundamental role that
emotions play in human decision and learning (1; 8; 9).
There has been, especially since the publication of Damá-
sio’s “Descartes’ Error” book, an increasingly interest on
artificial emotions and their assistance to decision and cog-
nition in artificial agent design.

Velásquez (10; 11; 12) presents an emotion architecture
based on Damásio’s work, as well on the Society of Mind
concept (13). Also following Damásio’s reference book,
Gadanhoet al. models a hormonal and emotional system
where emotions provide a reinforcement value to a Q-
Learning decision scheme (3). In this work, Gadanho also
uses emotions to trigger learning and behaviour switch-
ing on an autonomous robotic agent. Venturaet al. pro-
poses the double processing paradigm, where stimuli are
processed simultaneously by a fast, perceptual layer —
corresponding to primary emotions — and a slow, cogni-
tive layer — inspired on Damásio’s secondary emotions
(14; 15; 16; 17; 18). While the latter implements a learn-
ing mechanism based on somatic markers, the former, us-
ing a priori knowledge, can provide a quick response when
the agent is confronted with a situation demanding urgent
action. The perceptual image of a stimulus, created by
the perceptual layer, also contributes to narrow the search
space of the cognitive layer.

Finally, several other models of emotions have been built
in the last few years, most of them oriented to human-
machine interaction, such as the Oz Project (19) or the
recognition of emotions developed by Picard (20).

5 Conclusions

The model presented in this paper is strongly inspired on
Damásio’s concept of somatic markers. It uses an asso-
ciative memory to implement those markers in artificial
agents. One can think of such a memory as a collec-
tion of records, each of them corresponding to an “artifi-
cial somatic marker”. This paper also proposes some fast
estimation and memory management mechanisms, which
make this model suitable to real-time, “short time to think”
agents.

Emotions also inspired the development of a statistical
mechanism for deciding when to interrupt behaviour,i.e.,
when to start executing another action.

It was shown in this paper how well a limited resourced
memory estimates consequences of actions. Future work
will fall upon the development of more sophisticated re-
moval heuristics, as well as studying more deeply the kinds
of relations that exist between memory size and similarity
measure between perceptions, and how can they contribute
to better estimation.

A soccer-playing emotion-based agent was also devel-
oped and successfully tested. This agent was able to effec-
tively learn on a challenging and demanding environment,
in the presence of an opponent whose objectives consisted
only in preventing the emotion-based agent from satisfying
its own. While developing such an agent, some difficul-
ties were raised when defining anexploration/exploitation
compromise. Nevertheless, the emotion-based agent was
able to beat the reactive agent after some played matches.

The triggering mechanism presented in this paper does
not solve the cause-effect problem, although it performs
better than a periodic action switching. The proposed
model does not consider either the credit assignment prob-
lem in multi-agent systems. Future work will also fall upon
both these problems.
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(a) Action 1, 100 points capacity associative memory.

−10 −8 −6 −4 −2 0 2 4 6 8 10
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

Perception

E
st

im
at

ed
 C

on
no

ta
tio

n 
V

ar
ia

tio
n 

(A
ct

io
n 

2)

Ideal           
Antiquity       
Estimation Error
Variance        
Information     
Meaning         

(b) Action 2, 100 points capacity associative memory.
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(c) Action 1, 1 000 points capacity associative memory.
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(d) Action 2, 1 000 points capacity associative memory.

Figure 5: Connotation variation estimate,A∆ĈP .
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(a) 100 points capacity.
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(b) 1 000 points capacity.

Figure 6: Estimate average error over time.
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(a) 100 points capacity.
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(b) 1 000 points capacity.

Figure 7: Average informationAIP .
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(a) Action 1, 1 000 points capacity associative memory.
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(b) Action 2, 1 000 points capacity associative memory.

Figure 8: Connotation variation estimate,A∆ĈP (D = 0.1).

Action Dispended time( % )
Game 1 Game 2 Game 3 Game 4

GetBall 48.5 49.0 55.1 51.2
FaceBall 14.1 13.7 9.7 17.0
HoldBall 3.1 3.1 0 0
DribbleToFarCorner 6.1 3.1 0.5 0
DribbleToNearCorner 5.6 3.1 0 0
DribbleToGoal 4.3 4.3 8.8 7.8
Shot 9.2 20.5 26.3 23.9
ClearBall 6.1 0.6 0 0
CenterBall 3.1 2.5 0 0

Table 2: Lonely match: time dispended to each action
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Action Dispended time( % )
Game 1 Game 2 Game 3 Game 4 Game 5 Game 6

Shot 3.4 1.2 4.2 1.8 1.3 1.0
ClearBall 3.8 1.9 2.8 0 0.4 0
CenterBall 2.2 0.4 0 0.4 0 0
GetBall 27.8 34.0 40.7 48.9 54.1 50.8
FaceBall 9.1 4.3 1.1 1.1 2.6 1.3
HoldBall 11.8 4.3 0.7 0.4 0.9 0.3
DribbleToFarCorner 11.8 9.3 2.8 1.8 0.9 1.9
DribbleToNearCorner 3.1 10.0 5.2 5.1 0.4 10.0
DribbleToGoal 9.6 14.3 13.7 23.9 33.6 22.5
TrackOpponent 9.6 8.9 12.2 13.0 0.9 6.8
MarkOpponent 7.6 11.6 16.5 3.6 4.8 5.5

Action Game 7 Game 8 Game 9 Game 10 Game 11 Game 12
Shot 3.4 16.3 20.0 18.4 19.7 21.9
ClearBall 0.8 0 0 0.2 0.3 0.3
CenterBall 0 0 0 0.7 0 0
GetBall 46.8 50.8 54.2 50.5 58.0 61.2
FaceBall 0.8 2.1 0.3 0.7 0.9 0
HoldBall 0.4 0.6 0.6 0 0 0
DribbleToFarCorner 0.4 1.2 1.7 1.8 1.7 3.9
DribbleToNearCorner 6.1 1.5 3.2 1.6 1.4 0
DribbleToGoal 35.0 22.1 19.7 24.4 12.2 6.9
TrackOpponent 5.3 5.1 2.3 0.4 4.1 5.8
MarkOpponent 1.1 0.3 0 1.4 1.7 0

Table 4: One vs. One: time dispended to each action
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Recent evidence suggests that the emotions play a crucial role in perception, learning and rational 
decision making. Despite arguments to the contrary, all artificial intelligent systems are, to some extent, 
autonomous. This research investigates how emotion can be used as the basis for autonomy. We 
propose the use of an emotion-based control language that maps over all layers of a computational 
architecture. We report on how theoretical work and both design and computational experiments with 
this concept are being used to direct perception, behavior selection and reasoning in cognitive agents.

1 Introduction 
Definitions of intelligence in artificial systems have 
involved the use of many concepts including 
deliberation, reasoning [19] and the selection of 
appropriate behaviors for any given situation [4, 17]. In 
reasoning, information is granted belief status, either 
partially in probabilistic systems or wholly in logic based 
reasoning systems, and used as the basis for further 
deliberation. This deliberation may give rise to altered 
belief states and leads to the selection of goals, plans and 
behavior. Typically an agent chooses from alternative 
responses because of design decisions or learning. The 
choice is made on the basis of information or control 
metrics or a-priori ranking of alternative behaviors.  
Underlying these perceptual and reasoning processes is 
the concept of autonomy. Alterman [1] suggests task-
effective artificially intelligent systems need not be 
designed in terms of autonomy. Intelligence arises out of 
the interaction of the system and the user. However when 
system goals and resource allocation are in conflict, 
considerable interaction is required with a user. This 
interaction, itself a system goal (whether implicit or 
explicit), may never be satisfied unless the system can 
decide to perform the appropriate actions. To decide 
between actions, given that not all preconditions for any 
action will be specified at design time, requires the 
system to be, in some sense, autonomous.  
Emotions and their nature have been studied for a 
considerable time, with many contrasting theories and 
views of emotion being formed. A traditional perspective 
of emotion is of something that is irrational and detracts 
from reasoning. However, recent evidence [8] suggests 
that emotions are an essential part of human intelligence, 
and play a crucial role in perception, rational decision-
making and learning. 
Most major current theories of emotion agree that 
emotions constitute a very powerful motivational system 

that influences perception and cognition in many 
important ways. For example neurons in the amygdala 
are driven particularly strongly by stimuli with emotional 
significance, indicating an important role in the coding of 
the emotional significance of sensory data. Further 
research suggests that motivation and emotion serve as 
filters that guide perception and affect the evaluation of 
perceptual information [3]. This view is supported by 
Izard [16] who argues that emotion is a guiding force for 
perception. If emotion is a primary source of motivation, 
it must play a significant role in both initiating and 
providing descriptors for the types of disequilibria 
described by Mearleu-Ponty [18] as underlying behavior 
in biological agents. 
From a computational perspective, Sloman considers that 
intelligent machines will necessarily experience emotion 
(-like) states [24]. Following on from Simon [23], this 
developing theory of mind considers how perturbant 
control states ensue from attempting to achieve multiple 
goals, or goals at odds with resource availability and 
environment affordances. Perturbant states will arise in 
any information processing infrastructure where there are 
insufficient resources to satisfy all current and 
prospective goals. This will occur not only at the 
deliberative belief and goal management levels but over 
all layers of the architecture as goals are mapped onto 
internal or external behaviors and actions. An agent must 
be able to recognise and regulate these emotion-like 
states or compromise its task effectiveness.  
The aim of this research is to investigate theories of 
emotion and understand how they can used to underpin 
computational autonomy, to direct and inform perception 
and behavior selection and to form a better model of 
computational reasoning. This paper describes this 
ongoing research and the integration of an emotional 
model into two different types of computational 
architectures.  
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2 Psychology and Emotions 
Research has shown that emotion affects many different 
aspects of cognitive function including memory [5], 
reasoning and social interaction [15]. There has never 
been any doubt that emotion disrupts reasoning under 
certain circumstances and that misdirected or 
uncontrolled emotion can lead to irrational behavior. 
However, evidence from Damasio and other sources also 
suggests the contrary and that emotions play a 
fundamental role in rational and intelligent behavior such 
as decision-making and reasoning. 
The Somatic Marker Hypothesis [8], for instance, states 
that decisions, made in circumstances whose outcome 
could be potentially either harmful or advantageous, and 
which are similar to previous experience, induce a 
somatic response used to mark future outcomes. When 
the situation arises again the somatic marker will signal 
the danger or advantage. Thus, when a negative somatic 
marker is linked to a particular future outcome it serves 
as an alarm signal to be wary of that particular course of 
action. If instead, a positive somatic marker is linked it 
becomes an incentive to make that particular choice.  
The appraisal approach to emotion has cognition as the 
core element in emotion. The OCC (Ortony, Clore and 
Collins) model [21] synthesises emotions as outcomes to 
situations. Emotions arise out of a valanced reaction to 
situations consisting of events, objects and agents. The 
emotion type elicited is dependent upon appraisals made 
at each branch of the model. The OCC model allows for 
an emotional state to be a situation itself, so emotions can 
trigger additional emotions or the same one repeatedly. 
The OCC model is well suited to computational 
modeling as shown in the work of Elliot [11]. 
The goal-oriented approach suggests that emotions arise 
from evaluations of events relevant to goals. Again 
cognition is central to the elicitation of emotion. Oatley 
and colleagues [20] argue that emotions are caused by 
cognitive evaluations that may be conscious or 
unconscious. Each kind of evaluation gives rise to a 
distinct signal that reflects the priority of the goal, which 
then influences resultant behaviors. Frijda [13] uses a 
similar definition of emotion and states that certain 
stimuli elicit certain emotional phenomena because of the 
individual’s concerns and the relevance of the stimuli to 
the satisfaction of these concerns.  
Duffy posed the question, at which particular degree does 
a characteristic become an ‘emotion’ or at which degree 
is it a ‘non-emotion’ [10]. For example, a raised 
heartbeat is characteristic of both emotional and non-
emotional behavior. When does the difference in the 
characteristic occur? Is emotion a distinguishable state or 
a difference in the degree certain response characteristics 
exhibit?  
According to Duffy, the phenomena that are described as 
emotions occur in a continuum or a number of continua. 
The responses called ‘emotional’ do not appear to follow 
different principles of action to other responses of the 
individual. She states that all responses, ‘emotional’ or 
‘non-emotional’, are reactions of an organism as it adapts 

to a situation. Emotion represents a change in the energy 
level, or the degree of reactivity of an individual. For 
example, situations, which are interpreted as threatening, 
are characteristically responded to with increased energy. 
Small changes in energy level may occur during 
‘interest’ or ‘boredom’, whereas ‘anger’ is associated 
with a more extreme change.  
Duffy supports the goal-oriented view that emotions are 
only experienced in situations of significance to the 
individual. The intensity of the ‘emotion’ is proportional 
to the degree of importance associated with a particular 
goal and the degree of threat or promise the situation 
bears for that goal. The emotion experienced is also 
affected by the background and information that the 
individual has about the particular situation.  
Many theories use the concept of basic emotions. For 
example, the OCC model contains twenty-two different 
emotion types. Oatley and Johnson-Laird cite four basic 
emotions derived from evolutionary origins: happiness, 
sadness, fear and anger. A further five are derived from 
innate biological substrates: attachment, parental love, 
sexual attraction, disgust and interpersonal rejection. 
However, other theorists question the notion of basic 
emotions. Scherer and Duffy oppose the view of basic 
emotions and examine evidence that emotions are 
patterns of interrelated changes. Using basic emotions in 
a theory can lead to what Scherer calls ‘bunching’ of the 
different emotional states around a limited number of 
types. Conversely, the scope of emotional states in both 
Duffy’s and Scherer’s theories is considerably broader.  
Scherer points towards the existence of a large number of 
universal ‘response elements’ as opposed to basic 
emotions [22]. His concept of modal emotions attempts 
to address many questions. For example, why does the 
same situation not necessarily provoke the same 
emotional expression nor the use of the same label in two 
individuals? Like Duffy, Scherer sees emotion as a 
number of changes that occur over time in response to an 
event. He defines emotion as “a sequence of interrelated 
synchronised changes in the states of all organismic 
subsystems in response to the evaluation of an external 
or internal stimulus event that is relevant to central 
concerns of the organism”. The emotional state results 
from the cumulative evaluation of relevant changes in 
internal or external stimulation. Scherer proposes that 
such organisms make five types of checks: novelty, 
intrinsic pleasantness; relevance to meeting plans; ability 
to cope with the perceived event; and compatibility of the 
event with self-concept and social norms. An appraisal 
according to these checks is carried out which elicits an 
emotional response. Scherer believes that the information 
from these checks is needed in order to choose how to 
respond. Some combinations of evaluation checks would 
be frequently encountered, giving rise to the same 
recurring patterns of state changes. The term ‘modal 
emotions’ refers to states resulting from these recurring 
stimulus evaluation check patterns. Although some 
patterns occur more frequently, the number of potential 
emotional states is virtually infinite.  
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3 Autonomy, Goals and Emotion 
Many frameworks are used for thinking about, designing 
and building intelligent systems. The use of rational BDI 
(Belief-Desire-Intention) models [6] is understandable, 
as they provide formal systems with well-defined 
properties. The limitations of such systems, e.g. logical 
omniscience and resource constraints, are known. Goal 
competition due to incompatible goals, insufficient 
resources or skills is a major research issue. Ferber [12] 
categorizes goal interaction in multi-agent systems as one 
of three categories: indifference, cooperative and 
antagonistic. Certainly in the latter case, and even for 
cooperative agents or goal interaction, perturbant states 
can arise. Such agent societies and intelligent systems 
need some means to manage these states or risk 
compromising their autonomy and reactivity, and hence 
their task effectiveness. Even the most rational agent 
architecture will be compromised if it lacks the 
mechanisms to cope with the emergent effects of 
antagonistic goal conflicts. 
One stance is to place a computational analogue to 
emotion at the core of an agent. This provides an agent 
with an internal model that maps across different levels 
and types of processing. Emotion provides an internal 
basis for autonomy and a means of valencing information 
processing events. It provides an internal model of use in 
ordering motivation and goals, and the means for 
choosing actions and regulating behavior. This emotional 
core can be used to recognise and categorise transient, 
episodic, trajectory and persistent control states.  
Sloman [25] also differentiates between episodic and 
persistent mental phenomena. His architectures for 
functioning minds include primary, secondary and 
tertiary emotions. Primary emotions are analogous to 
arousal processes in the emotion theories introduced 
above and have a reactive basis. Secondary emotions are 
those initiated by appraisal mechanisms and have a 
deliberative basis. Tertiary emotions are cognitive 
perturbances – typically negatively valenced emergent 
states – such as arising from goal or motivator conflicts 
in an information processing architecture, for example a 
multi agent society. Any agent architecture that supports 
multiple motivations or goals is liable to this type of 
dysfunction. Perturbant states can arise through resource 
inadequacy or mismanagement while pursuing multiple 
and not necessarily incompatible goals. Most 
computational systems face this type of problem even if 
their underlying theory does not. Possible solutions are 
particularly relevant to the design of goal-oriented and 
agent systems.  

4 Four Layer Computational Architecture 
Earlier research on agents focused on an architecture that 
supports motivation [9]. The current framework builds 
on that architecture. It is used to pursue alternative 
computational perspectives on architectures of mind. 
Here the interplay of cognition and emotion is 
emphasized through mechanisms that support appraisal, 
motivation, tasks and roles. Emotions are accepted to be 

part mental (appraisal) states with descriptive (valencing) 
and causal (arousal) processes. This concept is used to 
provide a control or regulatory framework to model the 
different forms of emotion inducing events. The 
fundamental tenet of this work is that all agent events 
and actions, internal and external, can be described in 
terms of this model of emotion. 
A salient feature of many definitions of emotion is that 
they are described in terms of goals, roles (or norms) and 
responsive behaviors. This enables different aspects of 
motivational behavior to be consistently defined over 
different levels of the architecture in terms of an 
emotion-based control language. Global drives are those 
associated with the agent’s overall and persistent 
purpose. Temporally-local drives are related to 
ephemeral states or events within the agent’s 
environment or itself. Emotional autonomy allows an 
agent to select and attempt to maintain an ongoing 
globally-temporal disposition towards its roles. The 
nature of this is temporarily affected and perhaps 
modified through current goals and motivations. Over 
time events occur that modify, stall, negate or satisfy 
goals. Such events can be described within a model of 
emotion. An emotion-based control language can 
therefore be used to mediate the interaction of global 
roles and the temporally-local drives that reflect the 
current focus of the agent. 
An agent’s internal environment can be defined in terms 
of its perception of external events, objects and agents 
and the behaviors (whether internal or external) they 
afford. Such descriptions can be organised according to 
control state theory [9]. The control language used to 
navigate this internal environment needs to be consistent 
across many levels and types of control state from 
autonomous reflexes to extensive deliberation associated 
with goal satisfaction or belief management. Various 
combinations of qualitatively different behavior are 
required of an agent as it attempts to achieve different 
categories of goals associated with a role. Different 
problem-solving trajectories, described in terms of goal-
achieving behaviors, exist for any one role. A greater 
range exist where an agent has multiple and not 
necessarily contingent roles. Some trajectories while 
impossible are supported or attended to for any number 
of reasons; for example, the motivational intensity 
associated with a preferred goal or role. The possible 
trajectories depend on an agent’s design. An agent is 
autonomous to the extent that it can choose to pursue 
specific motivational trajectories. An agent is rational to 
the extent that it follows feasible or achievable 
trajectories.  
Figure 1 shows emotion used as the core to a motivation 
based model of agenthood. This architecture emphasizes 
four distinct processing layers: a reflexive layer 
analogous to the autonomic systems in biological agents, 
a reactive or behavioral layer, a deliberative layer and a 
regulating reflective layer. The broad picture is of high 
and low level processes co-existing and interacting in an 
asynchronous, parallel and holistic manner. The majority 
of the higher level processes tend to remain dormant and 
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state persistent; activated only when sufficiently 
required. The agent’s processing exists in relation to the 
agent’s environmental stance; i.e. what roles the agent 
has adopted, what objects, agents and events occur in the 
environment and how they affect the logistics of goal and 
role satisfaction. Motivator processing, planning and 
other cognitive processes are not merely abstract, nor just 
reactions to the current state of an agent’s external 
environment but exist in relation to an agent’s long term 
goals. Motivations, goals and the behaviors they subsume 
are all influenced by components of the emotion engine. 

Senses Actions 

Reflexive

Reactive 

Deliberative 

Emote:A 

Emote:R 

Attention 

Motivator 

Event 

Emote:D 

Emote:M 
Memory 

Event 

Reflective 

Filtered Epistemic Data 
Control Data Only 
Epistemic Data 

Intention 
Selection

Behavior 
Selection

Action 
SelectionPrimary 

Perception 

Secondary 
Perception 

Directed 
Perception 

Figure 1. Sketch of the emotion engine based four-layer 
architecture. Overall the process is of information 
assimilation and synthesis, and information generation 
that typically map onto internal and external behaviors 

If emergent behaviors are to be recognized and described 
in terms the emotion based control language and then 
managed, there must be a design synergy across the 
different layers of the architecture. Processes at the 
deliberative level (for example Emote:D, Attention and 
Motivator in Figure 1) can reason about emergent states 
arising from anywhere in the architecture using explicit 
(motivator or goal) representations (see [9]) and the 
internally consistent control language. In an earlier 
architecture, the reflective processes (Emote:M) were 
used to classify the processing patterns of the agent in 
terms of combinations of a set of basic emotions and 
favored emotional responses (or disposition). Subsequent 
rejection of the concept of basic emotions, for theoretical 
and computational reasons, required a redesign of this 
component. The emotion-changing reactive behaviors 
(Emote:R) are used to pursue a change in disposition 
through changing the functional behavior of the lowest-
level autonomous processes (Emote:A). This module is 
modeled using multiple communities of cellular 
automata (or hives). The behaviors associated with this 
module, and set by the Emote:R module, are those that 
govern the internal behavior of single cells, the 
communication between adjoining cells in communities 
and inter-community communication. Emotion is 
discretely valenced at the cell level as positive-neutral-
negative. Ordinal measures across the valence of all the 
cells at the community level provide the basis for 
ascending control signals. Various threshold models have 
been used to determine if arousal occurs; for example a 
community of cells with a high aggregate valence, or a 

high degree of valence contrast across the cell 
community.  
Emotions can be instantiated by events both internal and 
external at a number of levels, whether primary, e.g. 
ecological drives, or by events that require substantive 
cognitive processing. Emotions can be invoked through 
cognitive appraisal of agent, object or event related 
scenarios, including for example the unwanted 
postponement or abandonment of a goal. To move to a 
preferred aspect of the possible emotional landscape, an 
agent may need to instantiate other motivators and accept 
temporarily unwanted dispositions. An agent with 
emotional autonomy needs to accept temporary 
emotional perturbance if it facilitates goal satisfaction at 
some future time.  
In the model shown in Figure 1, intense emotions or 
arousal events effectively override the reactive-level 
filters, activating the deliberative components of the 
emotion engine. Deliberative appraisal of an emotion 
inducing event can initiate lateral activation at the 
deliberative layer, affecting memory, attention and 
motivator management. Memory responds to emotional 
context as an aid to the storage and recall of memories 
about external events, objects and agents. Attention 
management makes use of the emotional state of 
Emote:D-R-A complexes to provide a semantic context 
for motivator filters, and set the quantitative emotion 
filters. The intensity levels of these filters are set in 
response to the Emote:D mechanisms and the reflective 
component (Emote:M) of the emotion engine.  
Computational experiments have used both sets of basic 
emotions and type-less emotion arousal models. Early 
experiments found that from any given state, a hive 
rapidly achieved a steady (continuous or oscillating) 
state. By changing the currently extant behavior set, or 
by communicating with another hive, transitions to the 
same or other steady states always occurred. 
Approximately 20,000 transition possibilities exist. Rules 
are used to select different hive dispositions and 
transitions. Similarly, through the modification of the 
internal state of a small number of cells, the emotion 
engine moves to a closely related but preferred state. 
This is analogous to the modal responses described in the 
Scherer model of emotion. 

5 CRIBB and Emotion 

5.1 The CRIBB Model 
CRIBB (Children’s Reasoning about Intentions, Beliefs 
and Behavior) is a computer model based upon a general 
sketch for belief-desire reasoning in children [2]. It 
simulates the knowledge and inference processes of a 
competent child solving false-belief tasks [27]. A 
simulation run in CRIBB starts by giving propositions 
containing facts and perceptions about some scenario in 
sequential steps according to the time interval in which 
the propositions arise. On the basis of the given 
propositions and the inferences drawn, CRIBB answers 
test questions about the cover story. The questions can be 
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about its own beliefs or about the intentions, beliefs and 
behavior of another person in the scenario.  
CRIBB represents propositions about physical states of a 
given situation and the intentions, beliefs, perceptions 
and behavior of others. Its knowledge base consists of 
four types of practical syllogisms and three other 
inference schemata, which represent the relations 
between these propositions. Practical Syllogisms denote 
knowledge about the relations between intentions, 
behavior and beliefs of another person. The three other 
classes of inference schemata relate perception-belief, 
belief-time and fact-time. These are split into primary 
and secondary representations. Primary representations 
are the system’s own beliefs about the situation and the 
behavior of other people. Fact-time inferences, 
propositions about facts along a time scale, are classed as 
primary representations. Belief-time and perception-
belief inference schemata are both types of secondary 
representation as they contain beliefs about the system’s 
own and others’ beliefs. A further element of CRIBB is a 
consistency mechanism that detects and resolves 
contradictions in belief sets. This is invoked each time a 
new proposition is added, in order to ensure the 
consistency of its knowledge base.  

5.2 Extending CRIBB with Emotions 
Bartsch and Wellman’s model [2] for belief-desire 
reasoning includes an emotion element that CRIBB does 
not implement. Consequently, CRIBB can be extended to 
perform some experiments with different models of 
emotion. Certain theories of emotion are more suitable 
for implementation in CRIBB. Both the appraisal and the 
goal-oriented approach cite cognition as the core of 
emotions. The scenarios used in CRIBB are based around 
a goal-oriented structure. The existence of intentions in 
CRIBB is comparable to a goal state. Therefore, 
implementing a goal base and using tenets of the goal-
oriented approach to emotion is a suitable foundation on 
which to base a model of emotions.  
Gibson’s theory of direct perception [14] can be used to 
extend CRIBB’s perception-belief mechanism to 
incorporate emotional capabilities. Gibson describes how 
sensory data when perceived is given affordances and 
valences. An affordance is something that refers to both 
the environment and the perceiver in a way that no 
existing term does. They are properties taken with 
reference to the observer. Affordances of the 
environment are what it offers, what it provides, either 
for good or bad. For example, if a surface is horizontal, 
nearly flat and sufficiently extended and if its substance 
is rigid then the surface affords support. Affordances can 
also be valanced. The theory of affordances can be 
extended to allow emotion to exhibit an effect on 
perception of the environment according to the 
importance of needs, goals and plans to the individual. 
The following extension to CRIBB does this.  
When CRIBB is given a proposition, a belief is inferred 
from this. The consistency of this belief is checked with 
the existing set of beliefs. If no contradiction is found 
then the new proposition is added to the belief set. If 

there is a contradiction then this is resolved and the most 
certain belief is added to the belief set. For example: 

P := {r, s, q, p} 
B := {¬p} 
P ⊗ B →B′ 
B′ := {r, s, q, p} 

B is the existing belief set and P is perception set. The 
new set B΄ contains the system’s new belief set with all 
possible contradictions resolved (p is preferred to ¬p). In 
this scenario each perception of the world has equality. 
Rather than attempt to completely and accurately model 
the agent’s world, emotion can be used to guide attention 
so an agent is drawn to aspects of the environment 
deemed to be of importance. Assigning an emotional 
affordance will enable a process by which perceptions 
can be filtered according to their importance. Hence: 

P := {r, s, q, p} 
E := {importance(high, p), importance(low, r)} 
B := {¬p} 
E ⊗ P → EP 
EP := {p, s, q, r} 
EP ⊗ B → B′ 
B′ := {p, s, q, r} 

The perception set, P, contains the same perceptions as 
before. However, the order in which the perceptions are 
processed can be changed according to the emotional 
affordance, E, attached to each one. The new belief set, 
B′, contains the perceptions which have been processed 
in the order that accords with their emotional 
significance to that individual.  
Emotion can be used to extend the belief and perception 
mechanism of CRIBB further. Consider a perception 
received from one source and a further perception, from 
a different source, that contradicts this. If, through the 
contradiction mechanism in CRIBB, the first perception 
is found to be false then this may affect the truth value of 
any beliefs and perceptions from that particular source. 
In other words CRIBB will now be less inclined to 
believe information received from this source. Or 
conversely, the information from some source may now 
be considered more reliable than before. This situation 
can be represented in CRIBB by creating an emotional 
correspondence for each possible source. This would 
give an indication of the likelihood of information from 
this source being either true or false.  
Ongoing work on this model is using various agent test-
beds to gather metrics to inform our research. One 
particular experiment makes use of the fungus eater 
scenario [26, 28]. Early results suggest that the addition 
of emotion to CRIBB results in a more effective use of 
resources to achieve tasks, with a more efficient 
resolution of goal conflicts. For example in an 
environment evenly populated with fungus and ore, both 
CRIBB and ECRIBB agents achieve their task goals (the 
collection of ore). The ECRIBB agents however make 
more effective use of available energy sources (the 
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fungus). In terms of the earlier arguments about goal 
conflicts, the emotion model augments the agent’s 
autonomy and facilitates the resolution of goal conflicts. 
Experimentation continues to determine how an agent 
can adapt to environment changes through the 
modification of the emotional valences associated with 
perceptual affordance and goal importance. 

6 Future Directions and Discussion 
The research described here reflects on two perspectives 
to the integration of emotion into cognitive agents. The 
architecture of Figure 1 has limited reasoning capabilities 
(more limited than the implementations described in [9]), 
but makes use of a coherent emotion-based control 
language. CRIBB on the other hand is a serial 
deliberative (BDI) model that does not try to provide a 
coherent story for all the types of control states identified 
in [23] and [9]. A complete architecture would subsume 
the use of emotion as a control language, and indeed the 
entire BDI reasoning processes of CRIBB. The current 
separation enables complimentary work to progress 
independently. As this research develops the two 
complementary architectures can be integrated.  
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Figure 2. A distributed model that draws together the 
emotion engine of Figure 1, CRIBB and earlier work. 

Duffy’s theory that emotions occur in a continuum or a 
number of continua, which includes both ‘emotional’ and 
‘non-emotional’ behavior, views emotion as a more 
integrated part of behavior rather than a separate element. 
This view is also supported by Scherer who argues the 
pattern of all synchronised changes in the different 
components over time constitutes an emotion. Both of 
these theories can be viewed as ‘distributed’ models. 
Using a distributed emotion model is problematic in 
CRIBB as CRIBB’s serial reasoning model is not 
amenable to the asynchronous re-evaluation of plans and 
information processing that takes place within a 
distributed system. No such problem exists with the four 
layer architecture – it is designed to be asynchronous and 
distributed. 
Oatley and Johnson-Laird propose that each goal and 
plan has a monitoring mechanism that evaluates events 
relevant to it. This mechanism broadcasts to the whole 
cognitive system, allowing it to respond to change as it 
occurs. For a distributed model of emotion, the 

monitoring system would need not only to communicate 
goals and plans but also respond to each sub-system. 
CRIBB can be readily extended with a central 
monitoring system without jeopardising its reasoning 
model. This module already exists in the architecture of 
Figure 1 as the deliberative Motivator processes.  
As a development of the work described here, distributed 
versions of the four-layer architecture are being 
investigated. The extended model includes those aspects 
described earlier in this paper and other work [9], and is 
being implemented as a multi-agent society (see Figure 
2). In this architecture CRIBB is modeled as a 
deliberative perception agent and a separate deliberative 
reasoning agent. Changes to an agent’s beliefs are 
possible through external influence, as in the 
Castelfranchi model of autonomy [7], using the 
mechanisms inherent in extended CRIBB (set E of 
affordances) mediated by ongoing emotional valences of 
the emotion engine. Exploratory implementations have 
made use of a simplified version of the motivator 
structures used in earlier work. Current work looks to 
formalise the control language based on a computational 
model of emotion that draws on the Oatley, Frijda and 
Sherer theories, i.e. a goal-based theory of emotion with 
modal responses and no basic emotions. 
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A new approach for the control of dynamical systems is presented based on the agent concept. The 
control system consists of a set of neurofuzzy controllers whose weights are adapted according to 
emotional signals provided by blocks called emotional critics. Simulation results are provided for the 
control of dynamical systems with various complexities in order to show the effectiveness of the 
proposed method. 

 
1 Introduction 
    It is widely believed that decision making, even in 
the case of human agents, should be based on full 
rationality and emotional cues should be suppressed in 
order to not influence the logic of arriving at proper 
decisions. The assumption of full rationality, however, 
has sometimes been abandoned in favor of satisficing or 
bounded rationality models [1], and in recent years, the 
positive and important role of emotions have been 
emphasized not only in psychology, but also in AI and 
robotics ([2]-[4]). Very briefly, emotional cues can 
provide an approximate method for selecting good 
actions when uncertainties and limitations of 
computational resources render fully rational decision-
making based on Bellman-Jacobi recursions 
impractical. In past researches ([5-9]), a very simple 
cognitive/emotional state designated as stress has been 
successfully utilized in various control applications. 
This approach is actually a special case of the popular 
reinforcement learning technique. However, in this case 
it is believed that since the continual assessment of the 
present situation in terms of overall success or failure is 
no longer simple behaviorist type of conditioning but it 
is closer to the definition of cognitive state modification 
and adaptation learning, the designation of emotional 
learning seems more appropriate. We should emphasize 
that here emotion merely refers to stress cue, and the 

use of other, and perhaps higher emotional cues are left 
for future research. 
    On the other hand, in recent years, fuzzy logic has 
been extensively employed in the design of industrial 
control systems because Fuzzy controllers can work 
fine in conditions such as severe nonlinearities, time 
varying parameters or plant uncertainties as supervisory 
controllers. Also in the last decade, the intelligent 
control community has paid great attention to the topic 
of neurofuzzy control, combining the decision-making 
property of fuzzy controllers and learning ability of 
neural networks. Hence we have chosen a neurofuzzy 
system as the controller in our methodology. 
     In the present paper, the idea of applying emotional 
learning [8] to the dynamic control systems using the 
agent concepts [10] is addressed. This paper can be 
considered as the general framework for the previous 
Single-Input Single Output  (SISO) works ([6]-[9]) and 
NSISO systems ([5]).  In general, control scheme 
consists of a set of agents whose tasks are to provide 
appropriate control signals for their corresponding 
system’s input. Each agent consists of a neurofuzzy 
controller and a number of critics, which evaluate the 
outputs’ behavior of the plant and provide the 
appropriate signals for the tuning of the controllers. 
Simulation results for the control of the Vander Pol 
system (single-agent single-critic approach), a strongly 
coupled plant with uncertainty (multi-agent multi-critic 
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approach) and the famous inverted pendulum 
benchmark (single-agent multi-critic approach) are 
provided to show the effectiveness of the proposed 
methodology. 
     The main contribution of the current paper is the 
introduction of an easily implementable framework that 
could lead to a controller design with little tuning effort. 
We have adopted an agent-oriented approach to 
encapsulate separate concerns in multiobjective and 
multivariable controller design. 
     The organization of this paper is as follows: The 
focus of Section 2 is on the emotional learning and how 
it can be applied in the control scheme. A brief review 
of agent concepts and how they could be used in control 
applications is brought up in section 3. The structure of 
the proposed controller and its adaptation law are 
developed in section 4 and in section 5, simulation 
results are provided to clarify the matter further with the 
final conclusions to be addressed in section 6. 
 
 2 Emotional learning 
 
    According to psychological theories, some of the 
main factors of human beings’ learning are emotional 
elements such as satisfaction and stress. Emotions can 
be defined as states elicited by instrumental reinforcing 
stimuli, which if their occurrence, termination or 
omission is made contingent upon the making of a 
response, alter the course of future emission of that 
response [11]. 
 Emotions can be accounted for, as a result of the 
operation of a number of factors, including the 
following [11]: 
1. The reinforcement contingency (e.g. whether reward 
or punishment is given, or withheld). 
2. The intensity of reinforcement 
3. Any environmental stimuli might have a number of 
different reinforcement associations. 
4. Emotions elicited by stimuli associated with different 
reinforcers will be different. 
    It should also be mentioned that in this paper, 
emotion merely refers to stress cue and other (and 
perhaps higher) emotions are not considered here 
In our proposed approach, which in a way is a cognitive 
restatement of reinforcement learning in a more 
complex continual case (where reinforcement is also no 
longer a binary signal), there exists an element in the 
control system called emotional critic whose task is to 
assess the present situation which has resulted from the 
applied control action in terms of satisfactory 
achievement of the control goals and to provide the so 
called emotional signal (the stress). The controller 
should modify its characteristics so that the critic’s 
stress is decreased. This is the primary goal of the 
proposed control scheme, which is similar to the 
learning process in the real world because in the real 
world, we also search for a way to lower our stress with 
respect to our environment ([12-13]).  
       As seen, emotional learning is very close to 
reinforcement learning, but the main difference between 

them is that in the former the reinforcement signal is an 
analog emotional cue that represents the cognitive 
assessment of future costs given the present state. So 
here the system does not wait for a total failure to occur 
before it starts learning. Instead, it continues its learning 
process at the same time as it applies its control action. 
The resulting analog reinforcement signal constitutes 
the stress cue, which has been interpreted as 
cognitive/emotional state. 
      In the next section, we’ll discuss the concept of 
agent-based systems that will be used as the framework 
of our proposed control system. 
 
3 Agent Concept and Multi-Agent 
Systems 
       The main problem of dealing with multivariable 
control systems is dealing with cross-coupled 
components between different inputs and outputs. In 
other words, changing an input not only makes some 
changes in the corresponding output, but also influences 
other outputs as well. As it will be discussed in section 
4, emotional learning provides a simple useful tool in 
dealing with such unwanted effects. The concept of this 
method can be easily developed within the framework 
of multi-agent systems. In order to do that, in this 
section we briefly address agents and multi-agent 
systems.  
     Here we define an agent as referring to a component 
of software/hardware, which is capable of 
accomplishing tasks on behalf of its user. By reviewing 
Jennings and Wooldridge’s work [14], we define an 
agent to be any kind of object or process that exhibits 
autonomy, is either reactive or deliberative, has social 
ability, and can reason, plan, learn, and- or adapt its 
behavior in response to new situations.  

     Multi-agent systems (MASs) are systems where there 
is no central control: the agents receive their inputs 
from the system (and possibly from other agents as 
well) and use these inputs to apply the appropriate 
actions. The global behavior of MAS depends on the 
local behavior of each agent and the interactions 
between them [15]. The most important reason to use 
MAS when designing a system is that some domains 
require it. Other aspects include: Parallelism, 
Robustness, Scalability and Simple Design.  

      Based on these concepts, we have proposed an 
emotion-based approach for the control of dynamic 
systems, which will be discussed in the next section 
 
4. An Emotion-based Approach to 
the Control of Dynamic Systems 
using Agent Concept 
 
    In this section we design an intelligent controller 
based on the concepts considered in the previous 
sections. Fig. 1 shows the proposed agent’s components 
and their relation with each other based on the idea 
presented in [16]. As it can be seen, the agent is 
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composed of four components. It perceives the states of 
the system through its sensors and also receives some 
information provided by other agents, then influences 
the system by providing a control signal through its 
actuator. The critics assess the behavior of the control 
system (i.e. criticize it) and provide the emotional 
signals for the controller. According to these emotional 
signals, the controller produces the control signal with 
the help of the Learning element, which is adaptive 
emotional learning.  Inputs of this learning element are 
the emotional signals provided by both the agent’s 
critics and other critics as well.  
  

 
Fig 1. Structure of an agent in the proposed 

methodology 

 

 
  Fig 2. Multi-agent based approach to multivariable 

control 

      The number of the agents assigned here is 
determined based on the number of the inputs of the 
system. The number of the outputs of the system is 
effective in determining the number/structure of the 
system’s critics, which their role is to assess the status 
of the outputs. (See Fig.2 for the schematic of the 
presented approach when applied to a two input – two 
output control system where U1 and U2 denote the 
control signals and O1 and O2 are the outputs of the 
system). 
     We now develop the controller structure for the 
multivariable systems, in general. From these 
calculations, derivation of the special case of SISO 
systems is straightforward. 

   In the general case of multivariable systems, each 
agent consists of a neurofuzzy controller. All of the 
neurofuzzy controllers have identical structures; each 
one has four layers. The first layer’s task is the 
assignment of inputs’ scaling factors in order to map 
them to the range of [-1, +1] (the inputs are chosen as 
the error and the change of the error in the response of 
the corresponding output). In the Second layer, the 
fuzzification is performed assigning five labels for each 
input. For decision-making, max-product law is used in 
layer 3. Finally, in the last layer, the crisp  
 
output is calculated using Takagi- Sugeno formula [17], 
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     Where 1ix  and 2ix  are inputs to the controller (the 
error and the change of error of the corresponding 
output), i, n, uil, p, and yi are the index of the controller, 
number of controllers, l’th input of the last layer, 
number of rules in the third layer and output of the 
controller, respectively and ail’s, bil’s and cil’s are 
parameters to be determined via learning.  
     For each output, a critic is assigned whose task is to 
assess the control situation of the outputs and to provide 
the appropriate emotional signal. The role of the critics 
is very crucial here because eliminating unwanted 
cross-coupled effects of the multivariable control 
systems is very much dependent on the correct 
operation of these critics. Here, all the critics have the 
same structure as of a PD fuzzy controller with five 
labels for each input and seven labels for the output. 
Inputs of each critic are error of the corresponding 
output and its derivative and the output is the 
corresponding emotional signal. Deduction is 
performed by max-product law and for defuzzification, 
the centroid law is used. 
   The emotional signals provided by these critics 
contribute collaboratively for updating output layer’s 
learning parameters of each controller, thus the cross-
coupled nature of multivariable systems is considered in 
the critic and not in the controller itself. The aim of the 
control system is to minimize of the sum of squared 
emotional signals. Accordingly, first we describe the 
error function E as follows, 
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     Where rj is the emotional signal produced as the 
output of j’s critic, Kj is the corresponding output 
weight and m is the total number of outputs (for the 
special case of SISO systems, Kj =1 and m=1) 
     For the adjustment of controllers’ weights the 
steepest descent method is used, 
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(3)                                
      Where iη is the learning rate of the corresponding 
neurofuzzy controller and n is the total number of 
controllers. 
   
 
 
 
   In order to calculate the RHS of (3), the chain rule is 
used, 
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Where Jji is the element located at the ith column and 
jth row of the Jacobean matrix.  
Taking 
ej = yrefj -yj                              j=1,2,…, m                                                  
(7)                                                                  
  Where ej is the error produced in the tracking of jth 
output and yrefj is the reference input (in case number of 
outputs is greater than the number of inputs, some of  
yrefjs are taken as zero as it will be cleared in the next 
section by the inverted pendulum example). Now we 
have, 
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     Since with the incrimination of error, r (the stress of 
the critic) will also be incremented and on the other 

hand, on-line calculation of 
j

j

e
r
∂

∂
is accompanied with 

measurement errors, thus producing unreliable results, 
only the sign of it (+1) is used in our calculations. 
From (2) to (8), iω∆ will be calculated as follows, 
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  Equation (9) is used for updating the learning 
parameters ail’s, bil’s and cil’s in (1), which is 
straightforward.  
    In the next section, we’ll apply the proposed method 
to several SISO and NSISO plants with different 
properties in order to see the performance of the 
proposed control methodology in practice.  
 
5. Simulation Results 

 
       In this section, the proposed method is applied to 
control three dynamical systems. The first one is the 
highly nonlinear SISO Vander Pol system where a 
single-agent approach is used.  In the second one, the 
controller is applied to a multivariable linear control 
plant with different conditions so that its robustness in 
the presence of parameter uncertainties is shown. This 
example is concerned with systems with equal number 
of inputs and outputs. In the last example, we apply our 
controller to the famous inverted pendulum benchmark, 
which is a SIMO (single-input multi-output) nonlinear 
non-minimum phase system. 
 
Example 1: Vander Pol Equation 

20,2,1,2,1 ===== ηdpdp CrCrCoCo

yref y + Cop 

Diff. 

Critic η 

 

Controller 
Plant 

Diff. 

Cod 

Crp 
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Fig.3. The control loop in the case of SISO systems 
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      Our first example discusses the control of the 
Vander Pol system, which is considered as a highly 
nonlinear SISO system. We use a single-agent single-
critic approach here. The equations governing this 
system are as follows: 

 (10) 
      In (10), u is the input, x is the single state equation 
and y is the output if the system.  
      The block diagram of the control system is shown in 
Fig.3. The Input scaling factors and the learning rate of 
the control system are chosen as follows:                   
                                  
(11) 

 

Fig 4. Step response of the Example 1 

    Step response of the control system is shown in Fig.4. 
The result shows the power of the proposed algorithm 
in the control of this nonlinear SISO system. 
 
Example 2: Control of a plant with different 
conditions 
 
   In our second example, the problem of handling a 
multivariable plant with uncertainties is investigated. 
The plant has the following transfer function [18]: 
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(12) 
It has a total of nine plant conditions as given in Table 
1. 
    Our goal is to achieve the desired step response while 
output decomposition is maintained. A major problem 
encountered here is the tuning of control system’s 
coefficients in order to provide an acceptable step 
response. It’s a time consuming task and there exists the 
possibility that the desired step response may never be 
achieved. 
     Our Experience with this control structure shows 
that when the change made in the input of the system is 
smooth (i.e. there are no sudden changes like applying a 
step response in the input but instead smoother inputs 

like sinusoids are applied) the control system acts very 
well.  The reason is obvious: it takes much more time 
for the neural networks’ weights to adjust when the 
input of the system changes suddenly (let’s call it harsh 
input) compared to a situation where a much smoother 
input is applied. This problem is more evident in the 
case of multivariable systems when more than one 
controller’s weights should be adjusted. Hence, when 
applying a harsh input to a system, we’ll change it to a 
smooth one by pre-filtering it and obtaining a smooth 
(filtered) input for the system instead of harsh 
(unfiltered) one. The pre-filters’ specifications are 
determined by the properties of the desired step 
response. The results of the simulations here show that 
this approach, although it’s simple, is very efficient in 
different control situations.  
       In this example, suppose that it is desired that both  
 

 

 
 
outputs have no overshoot and a rise time not more than 
1 second. Accordingly, based on a rough measure the 
transfer functions of pre-filters are the same and are 
chosen as follows (note that achieving more compicated 
inputs requires more complicated pre-filter design 
technics which is not the topic of our discussion here): 
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   Results of simulations are shown in Fig.5 for a step 
response at t=0 at the first input and another step 
response at t=3 at the second input (Since all the 
conditions nearly produced the same results, the results 
of simulations for three selected conditions are chosen 
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to be plotted). As it is clearly obvious, the change of 
plant conditions has little or almost no effect in the step 
responses of the system, i.e., system shows great 
robustness in the presence of uncertainties. Comparing 
the results with those obtained by classical methods 
such as the one in [18], shows the superiority of the 
proposed algorithm. 
       Although we’ve achieved good step responses and 
great robustness, but we should take another important 
aspect into notice and that’s the interaction in this 
system, which is not high. Interaction is the major 
drawback in the design of multivariable systems 
because it introduces unwanted effects from different 
inputs in the outputs of the system. The more is the 
interaction in the systems, the more complex the control 
approach will be. 
    In order to show that our proposed controller can 
tolerate bigger parameter changes, which yield 
situations with high interaction, we added 6 more 
conditions to the previous ones (Table 2). The results of 
applying the controller are shown in Fig.6 for two 
selected conditions. As we can see, our method also 
shows great robustness to parameter uncertainties in the 
presence of high interactions. 
 
Example 3: An Inverted Pendulum: 
 
       The problem of balancing an inverted pendulum on 
a moving cart is a good example of a challenging 
multivariable situation, due to its highly nonlinear 
equations, non-minimum phase characteristics and the 
problem of handling two outputs with only one control 
input [19] (the position of cart is sometimes ignored by 
the researchers [20]). Here, the dynamics of the inverted 
pendulum are characterized by four variables: θ (angle 

of the pole with respect to the vertical axis), 
⋅
θ  (angular 

velocity of the pole), z (position of the cart on the 

track), and 
.
z (velocity of the cart). The behavior of 

these state variables is governed by the following two 
second-order differential equations [17]: 
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    Where g (acceleration due to gravity) is 9.8 2s
m , mc 

(mass of cart) is 1.0 kg, l (half-length of pole) is 0.5 m, 
and F is the applied force in Newton. Our control goal 
is to balance the cart, yet keep the z not further than 2.5 
meters from its original position. We use a single agent 
here, which provides the force F to the system and 
applies two emotional critics to assess the output. The 
first one criticizes the situation of the pole and the 
second one does the same for the cart’s velocity. Both 

critics are satisfied when inputs to them are zero (i.e. the 
pendulum is balanced and the cart has no velocity). The 
results of simulation for initial condition 0θ = 10 deg.  
are presented in Fig. 7. They show that after nearly six 
seconds the pole is balanced and the cart is stopped 
successfully around 1.4 meters from the original 
position.  
 

 

Fig.5. Simulation results of example 2. 5(a) condition 1; 
5(b) condition (4); 5(c) condition (9) 

  

 

 
Fig.6. Simulation results of example 2. 6(a) condition 

10; 6(b) condition (12). 
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 Fig. 7.  Responses of variables of example 1 (from left 
to right: pole’s angle and cart’s position) 

 
6. Discussions and Conclusions 
 
In this section we discuss the general properties of the 

proposed framework and we’ll summarize the work that 
has been done in this paper.  

 
6.1. The role of emotional signals in the 

proposed control scheme 
 

   The proposed methodology is based on continuous 
emotional (stress) signals, which can be considered as 
performance measures of particular parts of the control 
system, which are of interest. In this paper, the parts 
that we’re interested in, are the outputs of the control 
system and the cross-coupled components in the 
multivariable systems. In each part, the nearer we got to 
our predefined target, the less is the corresponding 
emotional signal and vise versa. With this simple 
approach, we can easily include any parts of the plant 
on which we want to have a control on it, in our 
framework. For example, for excluding the effect of 
cross-coupled components in multivariable systems, 
we’ll assign a critic for each component. This critic 
would judge whether the control system has 
counterbalanced the cross-coupled effects or not. Based 
on the success of the controller in dealing with 
interaction, emotional signals are produced by the 
critics who in their turn would tune the parameters of 
the neurofuzzy controller so that the stress of the critics 
would be decreased.  
   The same situation also holds for the inverted 
pendulum example in the previous section. The main 
variable that is of interest is the position of the 
pendulum regards to the vertical axis, but at the same 
time the position of the cart is also of interest here as the 
secondary control variable. Hence the inputs of the 
neurofuzzy controller are the error and the derivative of 
the angle of the pole with respect to the vertical axis but 
the weights of the controller are tuned based on the 
outputs of two critics; the first one criticizes the position 
of the pole and the second one does the same for the 
position of the cart. Both critics produce continuous 
signals until their inputs are zero, i.e. when the 
predefined targets are achieved.  
    Next we’ll discuss how our framework is related to 
agents and multi-agent systems and then we’ll discuss 

the advantages and the shortcomings of the current 
method briefly which will be followed by description of 
future works.  
     
6.2 Relationship between the Proposed 
Framework and Agent-Based Systems 
 
     In this paper a major consideration has been 
distributing control concerns via agents. Each agent is 
used for representation of a control concern. In this 
paper we have used the notion of agency only in 
conceptual sense and no effort has been made towards 
utilization of agent-oriented technologies like ACL’s, 
platforms, wrappers, etc. However, those technologies 
can be of benefit in future, more complex applications. 
The main agent property in our paper is autonomy. Our 
agents can be both interpreted as deliberative as well as 
reactive (since emotion is a mental state, but is also very 
close to the concept of reinforcement), and learning, 
reasoning, and adaptation is central to our proposed 
controller. Other benefits of agent orientation can also 
be seen to be applicable.   
 
6.3 Conclusions and Future Works 

 
     In this paper, the emotional learning based intelligent 
control scheme was applied to dynamic plants. Also the 
performance of the proposed algorithm was investigated 
by several benchmark examples. The main contribution 
of the proposed generalization is to provide the easy to 
implement emotional learning technique for dealing 
with dynamic (especially multivariable) control systems 
where the use of other control methodologies (specially 
intelligent control methods) are sometimes problematic 
([21]). Simplicity and tolerance for uncertainties and 
nonlinearities is what is gained by its use. This is shown 
in various contributions for SISO and NSISO systems 
in this paper. 
   On the negative side, it should be pointed out that 
only a very simple learning algorithm has been used 
throughout this paper. Although this stresses the 
simplicity and generality of the proposed technique, 
more complex learning algorithms involving time credit 
assignments [22] and temporal difference [23] or 
similar methods might be called for when processes 
involve unknown delays. Also as the number of the 
inputs and outputs of the system grows, the tuning of 
the control parameters becomes a tiresome task. A 
continuous genetic algorithm based optimization 
method is under development to find the optimal 
selection of the tuning parameters of the overall control 
system automatically. Having this done, generalization 
to systems with multiple numbers of inputs and outputs 
(more than two) can be realized efficiently.  
      Other works include the application of multiple 
critics in a SISO plant in order to achieve multiple 
objectives ([6-7]). For example in [6], two objectives 
(good tracking and low control costs) are considered 
simultaneously. This reference shows the difference 
between our approach and supervised learning in a 



174 Informatica 27 (2003) 167–174  M. Fatourechi et al. 

clearer manner, because it shows that our proposed 
methodology can perform well not only perform well in 
the case of cheap control, but also where control action 
also involves costs. Also implementing such control 
system for a switched reluctance motor (as a practical 
system) is under investigation. Again, agent orientation 
can underline the fact that each objective can be 
considered a separate concern delegated to an agent 
  Our future works include changing the structure of the 
controller so that it could be applied to processes with 
unknown delays, considering more emotions in our 
control structure, optimizing the structure of the 
controller (for example using genetic algorithm for 
optimum selection of the membership functions of both 
the controllers and the critics), and finally considering 
more complex cues in our learning process. 
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The purpose of the work reported here is the development of an autonomous robot controller which learns
to perform a multi-goal and multi-step task when faced with real world problems such as continuous time
and space, noisy sensors and unreliable actuators.
In order to make the learning task feasible, the agent does not have to learn its action abilities from scratch,
but relies on a small set of simple hand-designed behaviors. Experience has shown that these low-level
behaviors can be either easily designed or learned but that the coordination of these behaviors is not trivial.
To solve the problem at hand, a dual-system architecture is proposed in which a traditional reinforcement
learning adaptive system is complemented with a goal system responsible for both reinforcement and
behavior switching.
This goal system is inspired by emotions, which take a functional role on this work, and are evaluated in
terms of their engineering benefits,i.e. in terms of their competitiveness when compared with alternative
approaches. Experiments reported carefully evaluate the goal system and determine its requirements.

1 Introduction

In order to master a task, a robot controller may use
reinforcement-learning techniques (e.g., 26; 14, for sur-
veys on RL) to learn the appropriate selection of simple
actions. For more complex tasks, skill decomposition is
usually advisable as it can significantly reduce the learning
time, or even make the task feasible. Skill decomposition
usually consists of learning some predefined behaviors in
a first phase and then finding the high-level coordination
of these behaviors. Although the behaviors themselves are
often learned successfully, behavior coordination is much
more difficult and is usually hard-wired to some extent in
other robotics applications (17; 15; 19).

While learning the low-level behaviors consists of de-
ciding on a simple reactive action on a step-by-step ba-
sis, when learning behavior selection apart from deciding
which behavior to select, the controller must also decide
when to switch and reinforce behaviors. There are vari-
ous reasons why a behavior may need to be interrupted: it
has reached its goal; it has become inappropriate, due to
changes in the environment; or it is not able to succeed in
its goal.

In practice, the duration of a behavior must be long
enough to allow it to manifest itself, and short enough so
that it does not become inappropriate due to changing cir-
cumstances.

The problem of deciding when to change behavior is not
an issue in traditional reinforcement learning problems, be-
cause these usually consist of grid worlds divided in cells
which represent states. In those worlds, the execution of

a single discrete action is responsible for a state transition
since it moves the agent to one of the cells in the neighbor-
hood of the cell where the agent is located. In a continuous
world, the determination of a state transition is not clear. In
robotics, agent states change asynchronously in response
to internal and external events, and actions take variable
amounts of time to execute (19). As a solution to this prob-
lem, some researchers extend the duration of the current
action according to some domain-dependent conditions of
goal achievement or applicability of the action. Others will
interrupt the action when there is a change in the input state
(22; 2). However, this may not be a very straightforward
solution when the robot is equipped with multiple contin-
uous sensors that are vulnerable to noise. (18) go a step
further, and auto-regulate the degree of discrimination of
new events by attempting to maintain a constant attentional
effort.

Inspired by literature on emotions, previous work has
shown that reinforcement and behavior-switching can eas-
ily be addressed together by an emotion model (13; 12).
The justification for the use of emotions is that, in na-
ture, emotions are usually associated with either pleasant
or unpleasant feelings that can act as reinforcement (e.g.,
27; 1; 4) and frequently pointed to as a source of interrup-
tion of behavior (25; 24).

The task used in the current work has been solved with
success by that emotional system as the goal system. The
goal system proposed here represents an abstraction of that
system which has similar performance. The current goal
system does not model emotions explicitly although it is
inspired on them, but instead tries to identify which are
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the properties the goal system must have in order to work
correctly. This goal system is based on a set of homeo-
static variables which it attempts to maintain within certain
bounds.

The goal system’s required properties are identified
within a complex task with multiple goals. Apart from
dealing with real-world problems, the task developed has
several features which pose extra difficulties to the learn-
ing algorithm:

– it has multiple goals which may conflict with each
other;

– there are situations in which the agent needs to tem-
porarily overlook one goal in order to successfully ac-
complish another;

– the agent has short-term and long-term goals;

– a sequence of behaviors may be required to accom-
plish a certain goal;

– the behaviors are unreliable: they may fail their goal
or they may lead the agent to undesirable situations;

– the behaviors’ appropriate durations are undeter-
mined, they depend on the environment and on their
success.

In the next section, this task is described in detail. This
will be followed by a description of the proposed archi-
tecture in terms of its goal system and adaptive system. Fi-
nally, the experiments made are described, the proposed ar-
chitecture is compared with related work and conclusions
reached are presented. To conclude future work on the ar-
chitecture is discussed.

2 The Robot Task

The experiments reported here evaluated controllers in a
survival task that consists of maintaining adequate energy
levels in a simulated environment with obstacles and en-
ergy sources which are associated with lights the agent can
sense when nearby. The agent has basically three goals: to
maintain its energy, avoid collisions and move around in its
environment.

To gain energy from an energy source, the robot has to
bump into it. This will make energy available for a short
period of time. It is important that the agent is able to
discriminate the existence of available energy, because the
agent can only get energy during this period. This energy
is obtained by receiving high values of light in its rear light
sensors, which means that the robot must quickly turn its
back to the energy source as soon as it senses that energy is
available. To receive further energy, the robot has to restart
the whole process by hitting the light again so that a new
time window of released energy is started.

An energy source can only release energy a few times
before it is exhausted. In time, the energy source will re-
cover its ability to provide energy again, but meanwhile the
robot is forced to search for other sources of energy in or-
der to survive. The robot cannot be successful by relying
on a single energy source,i.e. the time it takes for new en-
ergy to be available in a single energy source is longer than
the time it takes for the robot to waste that energy. When
an energy source has no energy, the light associated with it
is turned off and it becomes a simple obstacle for the robot.

The extraction of energy was complicated, as described
above, in order to make the learning task harder by requir-
ing the agent to learn sequences of behaviors. Moreover, it
requires the agent to temporarily suppress its goal of avoid-
ing obstacles in the process of acquiring energy.

3 The Robot Controller

The proposed architecture — see Figure 1 — is composed
by two major systems: the goal system and the adaptive
system. The goal system evaluates the performance of the
adaptive system in terms of the state of its homeostatic
variables and determines when a behavior should be in-
terrupted. The adaptive system learns which behavior to
select using reinforcement-learning techniques which rely
on neural-networks to store the utility values. The two sys-
tems are described in detail in the following.

3.1 Goal System

In an autonomous agent, the goal system complements a
traditional reinforcement-learning adaptive system in that
it determines how good the adaptive system is doing, or
more specifically, the reinforcement it is entitled to at each
step. In the current work the goal system is also responsible
for determining when behavior switching should occur.

Previous work (13) addressed the problem of the goal
system by using an emotional model. A mixture of percep-
tual values and internal values were used in the calculation
of a single multi-dimensional emotional state. This state in
turn was used to determine the reinforcement at each time
step and significant differences in its value were considered
to be relevant events used to trigger the behavior selection
mechanism.

In the current work, this system has been modified to
emphasize the multiple goal nature of the problem at hand
and identify and isolate the different aspects of the agent-
environment interaction that need to be taken into consid-
eration when assessing the agent’s overall goal state. The
goals are explicitly identified and associated with home-
ostatic variables. These homeostatic variables are associ-
ated with three different states: target, recovery and dan-
ger. The state of each variable depends on its continuous
value which is grouped into four qualitative categories: op-
timal, acceptable, deficient and dangerous. See details of
state transition in Figure 2 and an example of the catego-
rization of the continuous values of an homeostatic variable
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Figure 1: The robot controller.

Figure 2: The state transitions of an homeostatic variable
dependent on its value.

in Figure 3. The variable remains in its target state as long
as its values are optimal or acceptable, but it only returns to
its target state once its values are optimal again. This state
transition is akin to that of a thermostat in that a greater de-
viation from the target values is required to change from a
target state into a recovery state than the inverse transition.
The danger state is associated with dangerous values and
can be related with urgency of recovery.

To reflect the current hedonic state of the agent a well-
being value was constructed from the above. This value
depends primarily on the values of the homeostatic vari-
ables. When a variable is in the target state it has a positive
influence on the well-being, otherwise it has a negative in-
fluence which is proportional to its deviation from target
values.

In order to have the system working correctly two other
influences on well-being were also required:

State change— when a homeostatic variable changes
from a state to another the well-being is influenced
positively if the change is towards a better state and
negatively otherwise;

Prediction of state change— when some perceptual cue
predicts the state change of a homeostatic variable, the
influence is similar to the above, but lower in value
and dependent on the accuracy of the prediction and
on how soon the state change is expected.

In particular, if a transition to the target state involves a
sequence of steps then a positive prediction may be made
any time a step is accomplished. The intensity of the pre-
diction increases as the number of steps to finish the se-
quence is reduced.

Predictions are always associated with individual home-
ostatic variables and are only made if the corresponding
variable value is not optimal.

The two goal events just described were modeled after
emotions, in the sense that they result from the detection of
significant changes in the agent’s internal state or predic-
tions of such changes.

In the same way that emotions are associated with feel-
ings of ’pleasure’ or ’suffering’ depending on whether this
change is for the better or not, these goal events influence
the well-being value such that the information of how good
the event is is conveyed to the agent through the reinforce-
ment. One may distinguish between the emotion of happi-
ness when a goal is achieved (or predicted to be achieved)
and the emotion of sadness when a goal state is lost (or
about to be lost).

The primary influence of the homeostatic variables, on
the other hand, is modeled after the natural background
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Figure 3: An example of the categorization of the possible continuous values of a homeostatic variable.

emotions which reflect the overall state of the agent in
terms of maintaining homeostasis (7).

The goal events are also responsible for triggering the
adaptive system for a new behavior selection, which is also
often associated with emotions.

The calculation of the well-being value (wb) is presented
in Equations 1, 2 and 3. This depends on the domain-
dependent set of homeostatic variables (H) in different
ways: their state, their transitions and predictions. These
different influences are weighted by their respective coeffi-
cients (cs, ct(h) andcp) presented in Table 1. The weights
wh are constants which denote the relative importance of
each homeostatic variableh and their value should lie be-
tween -1 and 1. The value of the well-being is normalized
by a constant value (wbmax), calculated by Equation 3, so
that it is never above 1.0 or below -1.0. This depends on the
maximum absolute value (cmax

t ) of the transition coefficient
which is 1.0 (see Table 1).

wb =
∑

h∈H

(csrs(h) + ct(h) + cprp(h))wh

wbmax (1)

rs(h) =
{

1 if h is in target
−d(h)/dmax

h otherwise
(2)

wbmax = (cs + cmax
t + cp)

∑

h∈H
wh (3)

The influence of the state of an homeostatic variable on
well-being is expressed byrs(h) described in Equation 2.
This value is 1 if the homeostatic variable is in its target
state. Otherwise, it depends on the normalized deviation
from optimal values,i.e. the shortest distance (d(h)) of the
current value to a optimal value normalized by the max-
imum possible distance (dmax

h , see example in Figure 3)
of any value of this homeostatic variable to a target value.
This ensures that the normalized deviation is always be-
tween 0 and 1.

The values of predictions (rp(h)) depends on the
strength of the current prediction and vary between -1 (for
predictions of no desirable changes in the homeostatic vari-
ableh) and 1 (for predictions of desirable changes). If there
is no prediction thenrp(h) = 0.

The values of bothwh andrp(h) are domain-dependent
and are presented later.

For the task at hand, three homeostatic variables were
identified:

Energy — is the battery energy level of the agent and
reflects the goal of maintaining its energy;

Welfare — maintains the goal of avoiding collisions —
this variable is in its target state when the agent is not
in a collision situation;

Activity — ensures that the agent keeps moving — if the
robot keeps still its value slowly decreases until even-
tually its target state is not maintained.

These variables are directly associated with the robot
goals mentioned previously. Their associated weights (wh)
was 0.5 for Energy, 0.3 for Welfare and 0.2 for Activity.
These weights translate the relative importance of each one
of the goals. The most important goal is for the agent to
maintain its energy, obstacles should be avoided when pos-
sible and the activity goal is secondary. The homeostatic-
variable values were categorized according to Table 2.

State change predictions were only considered for the
Energy and the Activity variables. In the Energy case, two
predictions are made. A small value prediction is made
whenever the light detected by the sensors is above a cer-
tain threshold (0.4) and its value has just changed signifi-
cantly1. Another, higher-valued, prediction is made when-
ever the agent detects significant changes in energy avail-
able to re-charge. The actual values of the predictions are:

– p(Ia) as expressed in Equation 4, withIa being the
energy availability, when the agent detects significant
changes in energy availability; or

– p(Il)/2 with Il equal to light intensity, if there is
solely a detection of a light change.

p(I) =
{

I if I has increased
−0.5(1− I) if I has decreased

(4)

The Activity prediction is a sort of no-progress indicator
given at regular time intervals when the activity of the robot
is low for long periods of time. This is in fact a negative
prediction (value of -1), because it predicts future failure in
restoring Activity to its target state if the current behavior
is maintained since it has failed to do it in a reasonable
amount of time. It is important that the agent’s behavior
selection is triggered in these situations, otherwise a non-
moving agent will eventually run out of events.

1A significant change is detected when its value is statistically different
from the values recorded since a state transition was last made,i.e. if the
difference between the new value and the mean of the previous values
exceeds both a small tolerance threshold (set to 0.02) andξ times the
standard deviation of those previous values (theξ constant was set to2.5).
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Coefficient Definition Value
cs State coefficient 1.0

ct(h) State transition coefficient
h changed from/to: – Target 1.0

– Danger -1.0
Target Recover -1.0
Danger Recover 1.0

h did not change state 0.0
cp Prediction coefficient 0.5

Table 1: Coefficient values used in the experiments.

Homeostatic variable Optimal Acceptable Deficient Dangerous
Energy [1.0, 0.9] (0.9, 0.6] (0.6, 0.2] (0.2, 0.0]
Welfare [1.0, 0.9] (0.9, 0.7] – (0.7, 0.0]
Activity [1.0, 1.0] (0.9, 0.8] – (0.8, 0.0]

Table 2: Value intervals of the different qualitative categories of the homeostatic variables.

3.2 Adaptive System

The adaptive system implemented is a well known
reinforcement-learning algorithm which has given good re-
sults in the field of robotics: Q-learning (30). Through this
algorithm the agent learns iteratively by trial and error the
expected discounted cumulative reinforcement that it will
receive after executing an action in response to a world
state,i.e. the utility values.

Traditional Q-learning usually employs a table, which
stores the utility value of each possible action for every
possible world state. In a real environment, the use of this
table requires some form of partition of the continuous val-
ues provided by sensors. An alternative to this method sug-
gested by (15) is to use neural networks to learn by back-
propagation the utility values of each action. This method
has the advantage of profiting from generalization over the
input space and being more resistant to noise, but on the
other hand neural-networks on-line training may not be
very accurate. The reason being that the neural networks
have a tendency to be overwhelmed by the large quantity
of consecutive similar training data and forget the rare rele-
vant experiences. Using an asynchronous triggering mech-
anism as the one proposed by the current architecture can
help with this problem by detecting and using only a few
relevant examples for training.

The system uses one feed-forward neural network per
behavior, with: 7 input units, six representing state infor-
mation plus one bias; 10 hidden units; and 1 output unit
that represents the expected outcome of the associated be-
havior. The state information fed to the neural-networks
comprises the homeostatic variable values and three per-
ceptual values: light intensity, obstacle density and energy
availability2. All these values vary between 0 and 1.

The developed controller tries to maximize the reinforce-

2High if a nearby energy source is releasing energy.

ment received by selecting between one of three possible
hand-designed behaviors:

Avoid obstacles — Turn away from the nearest obstacle
and move away from it. If the sensors cannot detect
any obstacle nearby, then remain still.

Seek Light — Go in the direction of the nearest light. If
no light can be seen, remain still.

Wall Following — If there is no wall in sight, move for-
wards at full speed. Once a wall is found, follow it.
This behavior by itself is not very reliable in that the
robot can crash,i.e. become immobilized against a
wall. The avoid-obstacles behavior can easily help in
these situations.

At each trigger step, the agent may select between per-
forming the behavior that has proven to be better in the past
and therefore has the best utility value so far, or selecting
an arbitrary behavior to improve its information about the
utility of that behavior. The selection function used is based
on the Boltzmann-Gibbs distribution and consists of select-
ing a behavior with higher probability, the higher its utility
value in the current state.

4 The Experimental Procedure

The evaluation of the controller’s success in the task de-
scribed is not straightforward. To start with, the agent must
be successful in accomplishing each one of its goals, which
does not allow for a direct single-dimension evaluation be-
tween different controllers.

Furthermore, knowing if the agent is learning its task is
not trivial. On the one hand, it is possible that the agent
may solve its task simply by taking advantage of implicit
domain knowledge such as the information provided by the
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Figure 4: The simulated robot and its environment.

behavior switching mechanism and the knowledge already
contained in the hand-designed behaviors. On the other
hand, it is not clear how well a reasonably competent con-
troller can manage all the different goals simultaneously.
For those reason, it is important to compare the perfor-
mance of the controller with those of a random behavior-
selection controller and of an alternative controller which
is competent at the task.

Secondly, although results may be artificially reproduced
by simulation, robots in the real world are not expected to
face exactly the same situations twice. Minor environmen-
tal changes or slightly different sensor or motor outcomes
are likely to lead to very different experiences. This allied
to the fact that the controller makes use of some random de-
cisions in the learning exploration process make the results
of a single trial test unreliable. For this reason, a rigorous
evaluation of a controller requires several trials.

Each experiment consisted of having thirty different
robot trials of three million learning steps. In each trial,
a new fully recharged robot with all state values reset was
placed at a randomly selected starting position. For evalu-
ation purposes, the following statistics were taken:

Energy — mean energy level of the robot;

Distance — mean value of the Euclidean distanced, taken
at one hundred steps intervals3, between the oppos-
ing points of the rectangular extent containing all the
points the robot visited during the last interval, it is
a measure of how much distance was covered by the
robot;

Collisions — percentage of steps involving collisions;

All the experiments were carried out in a realistic simu-
lator developed by (20) of a Khepera robot — a small robot
with a left and a right wheel motor, and eight infrared sen-
sors that allow it to detect object proximity and ambient

3The robot takes approximately this number of steps to efficiently
move between corners of its environment.

light. Six of the sensors are located in the front of the robot
and two in the rear. The robot environment — Figure 4 —
consisted of a closed environment with some walls and two
lights surrounded by bricks on opposite corners.

5 Results

The proposed controller has empirically shown its compe-
tence by exhibiting a performance similar to the emotional
controller discussed previously — see Table 3. Previous
exhaustive experiments on the emotional controller have
shown that it was quite competent and performed better
than more traditional approaches (13; 12). In fact, previous
experiments on learning behavior selection reported by the
designer of the adaptive system selected (15) had to resort
to severe simplifications of the behavior selection learning
task. These simplifications included having behaviors as-
sociated with very specific pre-defined conditions of acti-
vation and only interrupting a behavior once it had reached
its goal or an inapplicable behavior had become applicable.

The table also shows the results for a random controller
which selects a behavior randomly at regular intervals4.
These results show that both learning controllers signifi-
cantly improve performance at all levels.

To assess the necessity of each of its properties, the con-
troller had properties removed one at a time and was em-
pirically compared against the complete controller. The ex-
perimental results obtained are presented in Table 3 and the
conclusions reached are the following.

The behavior interruptions provided both by state tran-
sition and prediction of state transition proved essential to
the performance of the task. The former are responsible
for interrupting the behavior when a problem arises or has
been solved. The latter allow the agent to take the necessary
steps to accomplish its aims. In particular, a controller with
no Energy predictions is not able to acquire energy and a
controller with no Activity predictions will eventually stop
moving.

In terms of reinforcement, all types of contributions were
found valuable and the controller was fairly robust against
changes in the relative weights of influences of homeostatic
state, state transitions and predictions. The controller is
able to learn successfully without the predictions influence
on reinforcement, but the time to convergence is slower.

It was also found that, for the successful accomplishment
of the task and in particular the achievement of their respec-
tive goals, all homeostatic variables should be taken into
account in the reinforcement. Agents without activity rein-
forcement showed that it is more profitable for the agent to
move as a last resort only when its energy is low and there
is no light nearby. Avoiding moving helps to reduce the
number of collisions.

The controller’s success is quite sensitive to the correct
adjustment of the relative weights of each homeostatic vari-

4The interval selected was 35 steps based on previous results (11)
which indicated this value as the most suited for the task.
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Controller Energy Collisions Distance
Proposed 0.53± 0.02 0.94± 0.15 1.87± 0.03
Emotional 0.54± 0.01 1.65± 0.48 1.96± 0.02
Random 0.02± 0.01 3.64± 0.27 0.83± 0.01
Proposed controller with behavior-switching not triggered by:
State change 0.50± 0.02 2.07± 0.23 2.10± 0.02
Prediction 0.00± 0.00 2 bumping 3 moving

Energy 0.00± 0.00 0.00± 0.00 2.37± 0.00
Activity 0.00± 0.00 3 bumping 0.00± 0.00

Proposed controller with reinforcement not affected by:
State (cs = 0) 0.42± 0.04 0.57± 0.10 2.16± 0.01
State change (ct(h) = 0) 0.24± 0.05 0.76± 0.27 2.03± 0.05
Prediction (cp = 0) 0.48± 0.03 0.98± 0.22 1.84± 0.04
Energy (wenergy = 0) 0.10± 0.03 0.21± 0.05 1.97± 0.06
Welfare (wwelfare = 0) 0.58± 0.02 11.1± 2.10 1.80± 0.05
Activity (wactivity = 0) 0.48± 0.02 0.48± 0.13 0.92± 0.11

Table 3: Summary of the controllers’ performance. It shows the means of the values obtained in the last three hundred
thousand steps of each trial. Errors represent the mean 95% confidence intervals. Results are presented for the pro-
posed controller, the reference emotional controller, a random controller and modified versions of the proposed controller.
Modifications consisted of disregarding specific trigger events or selectively dropping influences on reinforcement. In
the former case, and in particular if activity prediction events were ignored, the agent would eventually stop receiving
triggering events altogether. This would usually happen with the agent stopped in an isolated position, but sometimes it
would also happen to a moving agent or to an agent crashed into a wall. These exception cases are accounted for in the
table.

able on reinforcement. This is a problem introduced by the
proposed architecture which did not arise in the emotional
controller. In fact, this is the only reason why this controller
may be considered worse than the emotional controller: it
required extra design effort.

6 Related Work

The idea of homeostatic values stems from neuro-
physiological research on emotions (8; 7) and has been
modeled previously by the DARE model (23; 16; 29). In
the DARE model, which emphasizes the dual nature of
decision making where both emotions and cognition take
part, there is a body with target values which has a central
role in the evaluation of situations.

There are other robot emotion-based architectures which
rely on homeostatic variables. An example is the robot
architecture developed by (10) which learns emotionally
grounded symbol-object associations. In this case, there
are a few internal variables which trigger drives when they
are out of their target values. Drives have pre-defined asso-
ciated behaviors and the robot only learns about differently-
colored objects, namely how they may change its inter-
nal variables. Similarly to the current work there are in-
nate emotions which are derived from monitoring the in-
ternal variables and associated emotions. However, the in-
nate emotions only monitor changes of the internal vari-
ables values into/from their target values, and the associ-
ated emotions are not associated with behavior-state pairs

but with objects.

Another example, is the Kismet robot (5) whose drives
have an acceptable bounds of operation named the homeo-
static regime. If the drive’s value is below these bounds
then it is in the overwhelmed regime, if above then it
is in the under-stimulated regime. Drives, along with
somatically-marked releasing mechanisms, influence the
affective state by contributing to the valence and arousal
measures. If the drive is in the homeostatic regime, then
there is a positive contribution to the valence, otherwise
the contribution is negative. The contribution to arousal
decreases with the drive value. Only the currently active
drive, i.e. the one whose pre-defined associated behavior
has been selected, influences the emotion state. Arousal,
valence and stance are the three dimensions of the affective
state. Emotions are defined as points in these space and are
expressed by Kismet’s face in its interaction with a care-
giver. This approach shares the use of homeostatic vari-
ables but has a very different model of emotions based on
a three-dimensional continuous space instead of processes5

and the task of the agent is quite different.

In other architectures (e.g., 3; 6; 28), homeostatic vari-
ables are monitored to produce drives and do not have any
direct relation with emotions6.

5There are adepts of the two types of emotion models, although argu-
ments against defining emotions in terms of a few continuous dimensions
seem stronger (9).

6Note that specific domain-dependent dependencies may be hand-
coded by the designer when defining the activation conditions of the emo-
tions.
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All these architectures are quite different in that there
is a hard-coded relationship between the drives and the
produced behavior, while in the proposed architecture the
agents learn how to satisfy their goals or each goals to sat-
isfy at any one point by choosing among available behav-
iors.

7 Conclusions

The current work proposes a new architecture for learn-
ing behavior coordination which is inspired by emotions.
Its goal system, in particular, is based on homeostatic pro-
cesses which bare similarities with foreground and back-
ground emotions. In fact, (8; 7) refers homeostasis as
central to emotional processes. Furthermore, the associ-
ations made by the adaptive system are akin to somatic-
markers suggested by (8). Both provide a long-term indi-
cation of the “goodness” of the several options available
to the agent in a certain situation, based on previous expe-
riences. Emotions as used in this architecture, provide a
low-level processing of internal homeostatic state and rel-
evant perceptions which is used both in evaluation of the
situation (or more specifically, reinforcement to the learn-
ing system) and interruption of behavior. These are two
processes which have also been strongly associated with
emotions by other researchers. Another distinctive feature
of the proposed architecture is that only changes in percep-
tion which are relevant in terms of the agent current internal
state are brought to its attention.

In this work, an engineering approach (31) is taken to-
wards emotions. This means that there is not so much an
emphasis on attempting to have a replica of human emo-
tions, as there is on having a competent architecture.

For this reason, this architecture was subject to rigor-
ous experiments which thoroughly evaluate the different
aspects of the proposed architecture and compared it with
other alternatives. Although the experiments were done in
simulation, the robot faced a demanding task which keeps
the essential problems of a real-world environment.

Experiments demonstrated the validity of the architec-
ture, by showing that it is very competent in accomplish-
ing the task it was designed for. Furthermore, this archi-
tecture clearly specifies how the learning process should
be controlled, namely what the reinforcement should be
and when the behaviors should be interrupted, once the
domain-dependent goals of a task are identified.

8 Future Work

In the architecture presented, the goal system must be tai-
lored to the task at hand so that it reflects its aims, whereas
the adaptive system is more flexible and may solve dif-
ferent tasks when associated with different goal systems.
However, the goal system does not need to be totally hand-
designed. One may envisage an adaptive goal system

where subgoals are found or new perceptual cues for pre-
diction of internal state changes are uncovered. This way
the goal system would model some of the emotional associ-
ations animals and humans create around specific events or
situations. This would be in-line with the theory that dur-
ing learning stimuli are primarily associated with emotions
which then drive the behavior associations (21).

One of the most difficult problems was to determine the
relative weights of importance of the different homeostatic
variables. This suggests that the homeostatic variables may
have to be associated with different adaptive systems to be
combined in a later stage for final behavior selection. This
way the information required to pursue each goal can be
kept separate.
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The role of emotions in human intelligence and social behaviours has been considered very important in
the past years. TheDARE architecture, an emotion-based agent architecture, aims at the modelling of this
contribution for building autonomous agents. In this paper the results of its application to a multiple agents
environment are presented. Emotions are used at an individual decision level, through the modelling of the
somatic marker hypothesis, and are also used on decisions that involve others, using the same hypothesis
and adding the notion of sympathy. The representation of other agents external expression allows to predict
their internal state. This process is based on the assumption that similar agents express their internal state
in similar way, being a mean of implicit communication. Sympathy allows more informed individual
decisions, specially when these depend on others. On the other hand it makes agents learn, not only based
on their own experience, but also with others experience. Besides implicit communication, it is also used
explicit communication, through messages exchanging. In the symbolic layer, a new layer added to the
DARE architecture, interactions between agents are represented and used to improve individual and social
behaviours.

1 Introduction

Recent research findings on the neurophysiology of human
emotions suggest that human decision-making efficiency
depends deeply on the emotions machinery. In particular,
the neuroscientist António Damásio (3) claims that alter-
native courses of action in a decision-making problem are
(somatically) marked as good or bad, based on an emo-
tional evaluation. Only the positive ones (a smaller set)
are used for further reasoning and decision purposes. This
constitutes the essence of the Damásio’s somatic marker
hypothesis. In another study about emotions, conducted
by the neuroscientist Joseph Ledoux (8), it is recognized
the existence of two levels in the sensorial processing, one
quicker and urgent, and another slower but more informed.

DARE1 architecture for emotion-based agents is essen-
tially grounded on these theories about emotions neurolog-
ical configuration and application. In previous work the ap-
plication of this architecture focused on decision-making at
the agent’s individual level (15; 16; 9; 14; 11).

In the somatic marker hypothesis, the link between
emotions and decision-making is suggested as particulary
strong for the personal and social aspects of human life.
Other emotion theories, mainly in psychology, focus on
the social aspects of emotion processes. The work pre-
sented here tries to explore these notions and the impor-
tance of emotional physical expression on social interac-
tions, as well as the sympathy that may occur in those in-

1DAREstands forEmotion-basedRoboticAgentDevelopment (in re-
verse order). This work has been developed under the framework of a
research project funded by the Portuguese Foundation for Science and
Technology (project PRAXIS/P/EEI/12184/98).

teractions.

In what concerns emotion expression, it has been
claimed that there is not another human process with such a
distinct mean of physical communication, and more inter-
esting it is unintentional (7). Some theories point out that
emotions are a form of basic communication and are im-
portant in social interaction (Rivera, Oatley and Johnson-
Laird in (13)). Others propose that physical expression of
emotion is the body preparation to act (4), where emotional
response can be seen as a built-in action tendency aroused
under pre-defined circumstances. This can also be a form
of communicating to others what will be the next action. If
the physical message is understood it may defuse emotions
in others, establishing an interactive loop with or without
actions in the middle (Dantzer cited in (2)). The AI re-
search concerning multi-agent systems relies mainly on ra-
tional, social and communication theories. However, the
role of emotions in this field has been considered impor-
tant by an increased number of researchers (10; 12; 2; 1).

Linked to expressing emotions is the notion of sympathy
defined as the human capability to recognize others’ emo-
tions (5). This capability is acquired by having conscious-
ness of our own emotions. Humans can use it to evalu-
ate others’ behaviours and predict their reactions, through
a mental model learned by self-experience or by observa-
tion that relates physical expression with feelings and in-
tentions. Sympathy provides an implicit communication
mean, sometimes unintentional, that favours social interac-
tions.

In this paper the results of the application of theDARE
architecture to a multi-agent environment are presented.
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In this architecture, emotions play a role on individual
decision-making based on the somatic marker and the stim-
uli double processing hypotheses. These concepts are ex-
tended for decision-making involving other agents.

Agents represent others’ external expression in order to
predict their internal state, assuming that similar agents ex-
press the internal state in the same way (a kind of implicit
communication). Sympathy is grounded on this form of
communication, allowing more informed individual deci-
sions, specially when these depend on others. On the other
hand, it allows the agent to learn, not only by its own ex-
perience, but also by the observation of others’ experience.
The architecture also allows the modelling of explicit com-
munication through the incorporation of a new layer, the
symbolic layer, where relations between agents are repre-
sented and processed.

2 DARE Architecture

TheDAREarchitecture was applied to an environment that
simulates a simple market involving: producer agents, that
own products all the time; supplier agents, that must fetch
products from producers or other suppliers either for its
own consumption or for selling to consumers; and con-
sumer agents, that must acquire products from suppliers for
its own consumption. Agents are free to move around the
world, interact and communicate with others. Their main
goal is to survive by eating the necessary products and, ad-
ditionally, maximize money by selling products.

Figure 1 shows a global view of theDARE architec-
ture. Stimuli received from the environment are processed
in parallel on three layers: perceptual, cognitive and sym-
bolic. Several stimuli are received simultaneously, and they
can be gathered from any type of sensor.

In the case of the market experiment, agents receive both
visual and auditive stimuli. Auditive stimuli are strings
with messages exchanged between agents or broadcasted.
Visual stimuli consists of all the objects (agents and respec-
tive products) inside the agent’s vision angle.

For each stimulus, three internal representations, which
will be evaluated on the corresponding layer, resulting on
the selection of an action to be executed by the agent, are
created. Meanwhile, the world may change due to its dy-
namics or as a consequence of other agents actions.

In the market application agents actions consist of move-
ments, picking products, eating them, and exchanging mes-
sages. Every action executed has an effect on the agent’s
internal state, which when added to the next perceived stim-
uli is used to update memory and feature meanings.

The perceptual analysis evaluates stimuli based on i) a
pre-defined set of relevant features, ii) their meanings and
iii) the current internal state. This analysis results on a fast
action selection which will be executed if the global sit-
uation (stimuli and internal state) is considered urgent, in
which case the upper layers will be inhibited. The action
selected in the perceptual layer will also be executed when-

ever the upper layers are not able to select an action due to
lack of information. Cognitive and symbolic analysis use
memory to evaluate stimuli and predict action effects based
on similar actions executed or observed in the past. The in-
ternal state and its changes are crucial to the evaluation and
anticipation processes on these layers.

2.1 Perceptual Layer

2.1.1 Feature Extraction and Built-in Information

Figure 2 presents the perceptual layer in more detail. When
stimuli are acquired by the agent’s sensors a set (RF) of
pre-defined, simple and relevant features are quickly ex-
tracted. This extraction provides a basic and simple inter-
nal representation of each stimulus, called the perceptual
image (Ip). TheIp assemblies the amount of each relevant
feature found in the stimulus. Since several stimuli can be
sensed at the same time the set of all perceptual images
at instantt is defined asIPt. All perceptual images are
evaluated based on the agent’s internal state at instantt and
pre-defined associations between features and meanings.

The agent’s internal state,IS, is a vector with a pre-
defined number of components specified for each agent.
The contents of this vector varies as consequence of ac-
tions execution. The ideal contents ofIS is pre-defined by
the homeostatic vectorHV. Both IS andHV are crucial
for agent behaviour, since the main goal of an agent im-
plemented with this architecture is to approach its internal
state to the ideal one.

Every evaluation takes into account the unbalance of the
internal state,δt, i.e., the difference between both vectors,

δt = ϕ(∆(is1, hv1),∆(is2, hv2), ..., ∆(isp, hvp))

where isi and hvi are components ofIS andHV, re-
spectively;∆ is a function that computes their difference;
andϕ is a function that processes all the differences in or-
der to qualify them. This function may be the processing
of thresholds or an application-dependent function which
analyse/process specific patterns in its arguments. The un-
balance is reflected on the agent’s external expression.

At the market experiment, the agents internal state con-
sists of a set of nutrients,

ISt = [glycidest, proteinst, fattyt, sugart]

which are decremented in every movement action, pro-
portionally to the power used in it, and are also changed
whenever the agent eats a product. Different products
mean different changes on the nutrients, some might be in-
creased, others decreased, depending on colours present in
the product image. Initially, the agents are in perfect bal-
ance (IS = HV). The unbalance is a vector with the dif-
ference between each nutrient current value and its ideal,

∆(isi, hvi) = isi − hvi
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Figure 1: Global view ofDAREarchitecture.

where the nutrient with maximum absolute difference de-
fines the agent’s current need.

ϕ(∆(is1, hv1), ..., ∆(isp, hvp)) ={
arg maxj ∆(isj , hvj) If ∆(isj , hvj) < εmin < 0
arg minj ∆(isj , hvj) If ∆(isj , hvj) > εmax > 0

This internal unbalance is mapped into images that repre-
sent the external expression of the agent.

2.1.2 Perceptual Evaluation

The perceptual evaluation tries to qualify the presence of
relevant features in theIp. This qualification is based on the
mapping between the features and their pre-defined mean-
ings, taking into account the current internal state. The re-
sult is a perceptual desirability vector,DVp, which repre-
sents a basic, simple and fast assessment of a stimulus.

In the case of the market implementation, visual stimuli
are bitmaps and the relevant features are some colours in
agents and products images. The relevant colours for agent
images are red, yellow and green, whereas for product im-
ages are dark red, dark green, dark yellow, dark magenta,
dark gray, red, green, yellow and magenta. The extraction
of relevant features is simply the counting of pixels for rel-
evant colours in the bitmap,i.e. the perceptual image is the
set of the number of pixels for each relevant colour.

The meaning–feature association, represented by pre-
defined weightswnf , establishes the goodness or badness
of each colour, where positive weights mean good colours
and negative ones mean bad colours. In this implemen-
tation, all relevant colours are initially considered positive.

SoDVp is the result of processingwnf andIp components.

DVp =
∑

f

wnfIpf

wherewnf represents how good feature (colour)f is for
nutrientn.

After the perceptual evaluation of all stimuli detected at
instantt, the stimulus found as being more desirable is se-
lected as the incentive for action, and itsIp andDVp are
used to select the action.

2.1.3 Action Selection and Evaluation

There is a pre-defined set of simple actions that can be se-
lected at the perceptual layer (e.g., approach, avoid, wan-
der, pick, and eat). At this layer the action selection is
based on reactive rules designed to cover urgent situations
where the agent must survive. When theIp andDVp of
the incentive stimulus satisfy the pre-conditions of a action
rule, this action will be selected.

For instance, a very hungry agent near a product will
immediately select the eat action; if it is not near enough it
will select a movement action to approach it.

After an action being executed, the action, all theIp’s
andDVp’s of the processed stimuli, and the action effect on
the agent internal state are associated and stored in mem-
ory. In future similar circumstances, upper layers may an-
ticipate action effects and decide accordingly.

At the perceptual layer the action effects are evaluated
in order to adjust the weights that represent the meaning
of relevant features. If the internal state changes over a
threshold after an action being executed, and this change
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Figure 2:DAREarchitecture – Perceptual Layer.

means a strong approach or deviation to/from balance, the
weights that lead to its selection are adapted in order to
reflect this knowledge,

If ∃n, that|∆(ISt
n, ISt+1

n )| > ηn, then

wt+1
nf =





wt
nf + τ If δt+1 < δt

wt
nf If δt+1 = δt

wt
nf − τ If δt+1 > δt

wheref is the predominant relevant feature of the incentive
stimulus,ηn is the threshold that defines a major change in
the componentn , andτ is the adaptation value.

Since this evaluation of effects is based on stimuli and
current internal state, this adaptation is only temporary and
gradually the weights will return to their initial values. So,
at each instantt,

wt+1
nf =

{
wt

nf − 1 If wt
nf > w0

nf

wt
nf + 1 If wt

nf < w0
nf

If the effect repeats often the adaptation ends up to be per-
sistent. This process aims at giving some degree of adapta-
tion and flexibility to the perceptual layer.

In the market implementation, when an agent eats a
product that instead of increasing an unbalanced nutri-
ent decreases it, the weight associated to the predominant
colour of the product is decreased. In following decisions,
the DVp for this product will have less desirability than
other products without this colour. The gradual return to
initial values allows the agent to re-select this product later,
because it could be desirable for a different nutrient.

In order to determine the urgency of a situation, thresh-
olds for the desirability vector components are defined.
Whenever theDVp is detected as urgent (above or below
the threshold) the upper layers are inhibited and the action
selected at the perceptual level is executed immediately.

The contents ofDVp are influenced both by the stimuli and
the internal state. If the internal state is very unbalanced
theDVp must reflect that situation in terms of the urgency
to handle it. So the urgency of a situation is defined by a
threshold w.r.t. the current unbalance,

|∆t(j)| > σp

wherej is the most unbalanced component (nutrient) of the
internal state, determining urgency if its absolute difference
to the ideal value is aboveσp.

2.2 Cognitive Layer

The perceptual adaptation is limited to simple stimulus fea-
tures and a rough evaluation of the action effects on the in-
ternal state. Figure 3 presents the cognitive layer. From the
sensed stimuli all the possible features are extracted, de-
fined in the setF , which satisfies the conditionRF ⊂ F .
This extraction is computationally more heavy than the per-
ceptual one, but will supply more information to distin-
guish stimuli. It is not only a quantification of the feature
presence on stimulus, but also a processing that results on
the stimulus full characterization, allowing identification.
The result of this extraction is the cognitive image,Ic, of a
stimulus. Since several stimuli can be sensed at the same
time it is defined the set of all cognitive images at instantt
asIPt. In the market experiment, where relevant features
are some colours present in the bitmap, the cognitive image
is instead the full bitmap.

The purpose of this layer is to generate adequate individ-
ual behaviours2 through learning by experience.

Cognitive evaluation and action selection is conditioned
by the urgency found by the perceptual layer evaluation.
Nevertheless, theICt is always created and stored in mem-

2Social behaviours will be the purpose of the symbolic layer.
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Figure 3:DAREarchitecture – Cognitive Layer.

ory, associated with the corresponding items stored by the
perceptual layer.

2.2.1 Cognitive Evaluation and Action Selection

Mainly, the cognitive evaluation consists of a search in
memory for situations similar to the current one. This pro-
cess uses the currentIPt to reduce search space, assuming
that similarIc’s have similarIp’s. The structures in mem-
ory that have an incentive stimulus with anIp similar to the
one of the currently sensed stimulus are selected and the
correspondingIc in memory is compared with the current
It
c. If they are similar the structure in memory is selected

for further search.
Memory is usually structured as sequences of stimuli–

actions associations that end whenever a significant change
in the internal state is detected. Each element of a mem-
ory sequence must have i) theIt

p and It
c of the incentive

stimulus; ii) theIPt and ICt sets; iii) the executed ac-
tion, and iv) its effect on the internal state. Each sequence
must also have the overall change on the internal state, in
order to determine the desirability of that course of action.
Once sequences with a stimulus similar to one of the cur-
rent set are found, the associated internal state changes are
applied to the current internal state and the sequence that
anticipates a more balanced internal state is chosen to be
executed. ConsiderSEL the set with all the matching se-
quences in memory;Fm an element of a sequence;am the
action represented inFm; and∆am the change in the in-
ternal state caused byam execution. The action selected at
the cognitive layer,at

c, is determined by

∀am ∈ Fm ∈ SEL, at
c = arg min

am
(δt + ∆am)

For instance, if a consumer agent has eaten in the past a
product that made one nutrient increase by a certain value,

and now its internal state needs that nutrient, the agent will
anticipate the increase and, if there is not other product with
a better anticipation, will choose to approach and eat that
product, executing the same action sequence retrieved from
memory.

If the prediction made by the cognitive evaluation reveals
a degree of urgency,i.e., if it predicts, given an unbalanced
internal state,

|∆t(j)| > σc,

a strong and positive change,

|∆t(j) + ∆at
c
(j)| < σc,

the action is executed and the symbolic layer is inhibited,
otherwise the symbolic layer is processed and may or not
confirm the execution of the cognitively selected action.
The thresholdσc defines the urgency of an internal state
component at the cognitive layer and must satisfyσc < σp.

After an action being executed, the internal state is
changed and memory is updated. Memory management
is very important in this architecture, because the environ-
ment is dynamic and continuous. A simple strategy con-
sisting of storing all executed sequences is not an adequate
approach. Eliminating repeated sequences could be done
by abstracting some details but it is not enough, because
as a sequence of stimuli-action associations seldom repeat
themselves and internal state is also varying, few will be
eliminated. A better strategy is the elimination based on
irrelevance, eliminating those sequences that have smaller
internal state changes.

2.3 Symbolic layer

The symbolic layer was introduced aiming at the capture of
concepts involved in communication and sympathy. This
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Figure 4:DAREarchitecture – Symbolic Layer.

layer has the same conceptual foundation of the cognitive
layer in what concerns the modelling of the somatic marker
hypothesis, allowing the same kind of adaptation and learn-
ing. In the symbolic layer those concepts are applied to
more abstract information extracted from stimuli in order
to i) establish communication between agents, ii) represent
explicitly their goals and interactions and iii) trigger rea-
soning. Figure 4 presents the symbolic layer.

In this layer memory is used to determine a course of ac-
tion like in the cognitive layer, but this notion is extended
from the individual past experience to other agents’ past ex-
perience, which have been observed by the deciding agent.
This extension leads eventually to emergence of imitation
behaviours. Because it is used a symbolic representation
there is also place for logical inference allowing planning
and reasoning.

2.3.1 Feature Extraction

The features that are extracted at this layer result on a set
of symbols, the symbolic imageIs. Its construction re-
lies not only on the extracted features but also on the agent
ontology. Each agent has an initial pre-defined ontology
O0 that maps the features present in a stimulus into sym-
bols that describe it. There are two kinds of symbols, those
which describe a certain property of the stimulus (descrip-
tive symbols) and those which identify the stimulus, asso-
ciating a name with a specific set of descriptive symbols.
The ontology is updated3 based on experience,Ot, through
a new interaction with an already known stimulus, by com-
munication with other agents or by the contact with a new
stimulus.

Agents may not share the same identification symbols

3By adding new descriptive symbols and/or new associations between
an identification symbol and sets of descriptive symbols.

for the same set of descriptive symbols,i.e, the same stim-
ulus may have different names across agents. In order to
bootstrap communication and acquisition of new symbols,
it is necessary that agents extract the same symbolic fea-
tures, have the same set of initial descriptive symbols and
share the meanings of the descriptive symbols defined on
the initial ontology.

In the market implementation, the symbolic layer is the
only layer that processes both the visual and the auditive
stimuli. Symbols like round, sharp, symmetric, smile (for
agents only), defined on the initial ontology, are extracted
from the visual stimuli4. From the auditive stimuli the
structure and elements of the messages are extracted, map-
ping the message contents with respect to recent visual
stimuli. For instance, messages involved on a negotiation
for a product between a supplier and a consumer are repre-
sented by the messages structure, the ontology meanings,
and the recently sensed visual stimuli of the intervenients
and of the subject of negotiation (product).

2.3.2 Extended Internal Representation

The agent internal state at the symbolic layer is extended
in order to have components not directly related to sur-
vival. Examples of these components, on the market im-
plementation, are the products possessed by the agent; the
explicit representation of goals determined by negotiation
involving product orders; and the money variable. The lat-
ter is processed in a similar way as nutrients, but represents
quality of life instead of pure survival. For instance, when
at lower layers the agent picks or eats a product without
negotiation (by stealing) the agent’s money is strongly de-
creased as a mean of punishment that is only processed at

4These features should ideally be extracted by image processing of the
cognitive image. However, in this implementation, because this process-
ing is computationally hard they were pre-defined for each image.
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the symbolic layer, because in the lower layers money is
not considered.

Therefore, it is defined the vectorEIS as the extension
of IS, where

IS ⊂ EIS
and the extended homeostatic vectorEHV, where

HV ⊂ EHV

that defines the ideal values of the extended internal state.
In the market implementation, theEIS was defined as fol-
lows,

EISt = [glycidest, proteinst, fattyt, sugart, moneyt]

At the symbolic layer new features in the external ex-
pression corresponding to the extended internal state of the
agent are recognized. For example, there is a mapping be-
tween the money state and the image of the agent, that is
only recognized at the symbolic layer and ignored at lower
layers.

In the symbolic layer, it is maintained and used an in-
ternal representation of the agent itself. The internal state
is processed by constructing an internal stimulus as if the
agent was sensing itself in the world. All the internal im-
ages,Ip, Ic andIs, of this internal stimulus are created in
the same fashion as for external stimuli, and are considered
for decision at all layers. This allows that an agent may
eat the product it possesses and may compare its state with
others’ state.

2.3.3 Symbolic Evaluation

Although, the symbolic evaluation is conditioned by the
result of the cognitive evaluation, the construction of the
symbolic images and their storing in memory, associated
with the correspondingIp’s andIc’s, is always performed.

If the symbolic evaluation is performed, memory is
searched for similar situations based on the symbolic point
of view. Ip andIc are used to reduce space search, since it
is assumed that similarIs must have similarIp’s andIc’s.
Memory at symbolic layer has different elements in order
to represent symbolic images, new actions and the extended
internal state effects.

The symbolic evaluation shares the same functional con-
cepts of the cognitive one, except that these are extended
to social representations. The current stimuli symbolic
structure is compared to those in memory, which may be
structured into sequences that terminate whenever a ma-
jor change on an agent expression of its internal state (the
agent’s own expression or others’ expressions observed by
it) is found. When a sequence terminates due to a change
on the expression of the agent itself, this sequence corre-
sponds to sequences in the cognitive layer, focusing on the
individual welfare, except when the change is caused by
an element that exists only on the extended internal state
(like money, for instance). When a sequence ends because

of another agent change of expression, it is evaluated as
if it was the own agent. This is the process of gathering
and storing others’ experiences. Search is generalized to all
agents experience, not only the self experience. However,
there are some conditions to this generalization: first, the
agent will only capture others’ experiences that have been
observed by it, and second, only considers experiences of
agents with expression images similar to its own, in order to
map the change of expression into a change on its internal
state. The symbolic layer is specially useful on commu-
nication actions, by listening dialogs between other agents
and observing their changes of expression, in order to imi-
tate or not the observed course of action.

Besides possible imitation behaviours, this mechanism
of observing expressions and actions of other agents also
allows the agent to anticipate other agents’ actions. Never-
theless, there is the possibility for the agent to make mis-
takes on the assessment of others’ internal state. Depend-
ing on the application, an expression may not be directly
mapped to a specific internal state but only to a set of inter-
nal states. Moreover, some changes of expression may not
be a direct effect of the last action executed.

2.3.4 Action Selection

At the symbolic layer there is a new set of actions that can
not be selected in any other layer due to symbolic represen-
tation requirements, mainly communication actions. The
action selection at the symbolic layer is similar to the cog-
nitive one but it takes into account the extended internal
state. So, sequences with a structure (Fm

simb) that has an
incentive stimulus similar to one of those currently sensed,
and that end up with a better internal state or with a positive
change of expression, are selected (SELsimb) and the best
determines the actionat

s to be executed,

∀am ∈ Fm
simb ∈SELsimb,

at
s = arg min

am
(Eδt + E∆am)

Due to the symbolic representation, this action selection
process may be complemented with logical reasoning and
planning applied to the contents of memory. In this way it
is possible to generate goals and anticipate the best way to
achieve them in a long term perspective.

The sympathy and communication can still be used by
this reasoning process, assessing other agents’ internal
state through their external expression, and allowing pre-
diction of their actions. On the other hand, a long term
prediction may reveal the need for a certain agent to be
in a particular internal state in order to the deciding agent
achieve a specific goal that relies on other agent state.
Therefore, the agent generates a sub-goal that results on
the other agent achieving that internal state; if that state is
positive for the other agent, this process may be seen as
cooperation, otherwise it will be considered competition.

At the market implementation, dialogs are initiated in
order to negotiate the price of a product. These dialogs
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Figure 5: Initial configuration of the environment and Agent interface.

intend to avoid the punishment for stealing and to satisfy
the agent needs (for nutrients in the consumer and money in
the supplier). When the supplier does not have the product
needed by the consumer, but there is a producer who has
it, the consumer places an order for the supplier to get the
product given an arranged price. To pick that product will
be a goal for the supplier in order to satisfy the consumer
and its own need for money (cooperation).

The symbolic selected action is never negative for the in-
dividual survival (simple internal state) and should improve
individual quality of life (extended internal state). After an
action being executed, the internal state and memory are
updated allowing the progress of learning and adaptation.

3 Results

The tests to the market implementation were made in order
to evaluate the contribution of each component of the ar-
chitecture for the overall performance of the agents in the
environment. The first set of tests were made only to the
cognitive and perceptual layer. The goal was to determine
the degree of survival related to the nutrients in the inter-
nal state. The initial configuration of the environment5 is
presented in figure 5 (right) by an image of the applica-
tion interface, on the left is an image of the agent interface
with the user. The results on the next plots refer to 20 sim-
ulations of 500 server cycles of 5 seconds, in each cycle
agents receive new visual stimuli and several auditive stim-
uli and they can execute more than one action, these factors
depend on the server performance at each time. The archi-
tecture parameters, referred in the previous section, were
set toσp = 150, σc = 100, τ = 20 andηn = 5.

Using only the perceptual layer, without any adaptation,
the results showed that agents were unable to distinguish
good products from bad products, ending up to eat ev-
erything, which lead to poor survival capability. Figure 6

5The environment used is an adaptation of RoboCup soccerserver
code (6).

presents the plot of the mean of maximum unbalance ob-
tained in the simulations using only the perceptual layer
with and without adaptation. The ideal plot would be one
with lines near0 and an acceptable one would have lines
below150 (given the perceptual urgency thresholdσp).

The perceptual layer with adaptation reveals an improve-
ment on survival capability (figure 6) and the observed be-
haviours showed that agents select more often products
with the same predominant colours of products that re-
cently had a positive effect on the internal state balance.
Due to the limited information provided by predominant
colour, the agents often select products that show differ-
ent effects when compared with the one recently experi-
mented. This lead either to the selection of an apparently
good product which in fact is not or to loosing the chance
of experimenting a product potentially good.

The results obtained by adding the cognitive layer to the
adaptive perceptual layer are shown in figure 7. The unbal-
ance reduces to an acceptable level. Initially, agents select
actions using the perceptual layer, but as soon as memory
starts to be filled up the actions selected become more ade-
quate given previous experiences. The cognitively selected
products are the ones that achieve best internal state. The
perceptual layer acts effectively whenever urgency is de-
tected, allowing agents to return to an internal state where
the cognitive layer is no longer inhibited. Since both layers,
perceptual and cognitive, do not process the money element
agents always steal to satisfy their needs.

A second set of tests were performed in order to test the
full architecture,i.e., the perceptual (adaptive), cognitive
and symbolic layers. These tests had different configura-
tions so that the analysis of results could be focused more
on the behaviours produced by the symbolic layer and less
in the survival capabilities of lower layers. These con-
figurations had less agents and more products and the re-
sults described next are not numerically based but rather
behaviour based.

The tests with the symbolic layer revealed that dialog
actions of negotiation were selected whenever the cogni-
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Figure 6: Mean of the maximum unbalance obtained using only the Perceptual layer, with and without adaptation. Hori-
zontal axis represents each time an action is executed and the internal state is changed.

Figure 7: Mean of the maximum unbalance obtained using only the Perceptual layer with adaptation compared to the
addition of Cognitive layer. Horizontal axis represents each time an action is executed and the internal state is changed.
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tive layer selects to eat a product. The symbolic layer re-
trieves from memory the money punishment and starts the
negotiation. Initially the dialogs are built-in, as requests
and answers, but after the first success they are retrieved
from memory and adapted to the new situation (new prod-
uct, supplier and price). The retrieved dialogs may have
been experienced by the agent itself or by others observed
and listened by it. Dialogs are initiated if they are marked in
memory by a positive change of the agent expression, con-
sidering money and nutrients. When a dialog is recalled,
the agent chooses the actions executed by a similar agent
which had a positive change of expression.

The symbolic layer revealed the capability to balance
the extended internal state, not only the money element
but also the nutrients. For instance, when a consumer
agent has no more money (this agent has no means to earn
money, only suppliers have it), the negotiation never suc-
ceeds, leading to the selection of an eat action (stealing) at
the symbolic layer, as it does at the cognitive layer. This
means that the agent chooses to be punished because the
expression change is positive in the nutrient feature and is
equally negative on the money element. This behaviour
is considered adequate because there is no better option at
that given situation.

The tests also showed the adequacy of consumer orders.
A consumer requests a product to a supplier. When the
supplier has the product, it might sell it, otherwise the sup-
plier might accept an order to get it from a producer or
another supplier. It is assumed in this implementation that
consumer agents can not interact with producers. The con-
sumer and supplier negotiate the price, and once they reach
an agreement, the supplier generates a subgoal in order to
find and pick that specific product. What happens is that the
supplier recalls in memory an internal state that was satis-
fied by that product, and assumes it as a virtual current in-
ternal state, deciding as if it was needing it. Once the prod-
uct is picked by the supplier, the consumer approaches and
eats it, paying the amount of money previously arranged. If
during the order satisfying process, the supplier has a need
for nutrients the process is suspended until it is no longer
unbalanced. This interruption derives from the cognitive
urgency inhibition of the symbolic layer. After satisfying
its needs, the supplier resumes the process of getting the
product ordered.

4 Conclusion

The tests performed to the market implementation showed
that the adaptive perceptual layer alone allowed the agents
to distinguish good products from bad products based on
recent experience of eating them. The perceptual adapta-
tion is based only on the relevant features, which are not
very informative, resulting on frequent mistakes. With the
cognitive layer it was obtained adequate behaviour given
the environment,i.e., the existing products in the world.
Agents choose, by recalling past experiences, the best prod-

uct for its current internal state. Along with the increase
of experience the decisions increase in adequacy, in what
nutrients concern. The symbolic layer uses the notion of
sympathy for decision-making purposes, introduces com-
munication, learning from observation, and explicit goals,
maintaining the survival capability.

Overall, the extension of theDARE architecture pre-
sented here revealed an interesting performance in the dy-
namic multi-agent environment where it was tested, show-
ing similar capabilities on individual decision-making,
flexibility and learning as its previous version, and new
abilities to model the social role of emotions. In what con-
cerns future work, this architecture could be improved on
two aspects: i) allow agents to anticipate action effects on
a long range basis, and ii) incorporate rational (logical) in-
ference mechanisms.
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Responses labelled as emotional in the higher animals are frequently portrayed as incidental to the gen-
eration of reasonable behavior. Clearly this view is incompatible with the reality of animal behavior as
observed in nature, emotion plays a significant role in the generation of useful behaviour. Homeostasis is
the product of the interaction of the nervous, endocrine and immune systems. This work views emotional
responses as part of an integrated approach to the generation of behavior in artificial organisms via mech-
anisms inspired by homeostasis. The mechanism presented here employs the concept of a novel Artificial
Endocrine System which interacts with an Artificial Neural Network to generate behaviour which could be
classified as emotive.

1 Introduction

The quest for more effective techniques in the implementa-
tion of intelligent systems has lead to the consideration of
many mechanisms of both human and non-human cogni-
tion as potential models for behaviour generation. Artificial
systems which attempt to capitalise on the use of emotional
state information in the generation of behaviour have usu-
ally concentrated on symbolic representations and manipu-
lation at the level of beliefs, desires and actions (12). Much
sub-symbolic work has assumed that the emotive state of
a system is an emergent property rather than a controlling
factor (2). This work proposes a sub-symbolic mechanism
for the explicit representation of emotive states as hormone
concentrations which modify the behaviour of an artificial
neural network (ANN). This mechanism is viewed as part
of a more ambitious and general approach to the genera-
tion of intelligent behaviour centred around the biological
concept of homeostasis (16).

The generation of intelligent behaviour in robotic sys-
tems has been a goal for many years. Some major advances
have been made by borrowing ideas from biological organ-
isms, but the generation of systems which can remain inde-
pendent from human intervention for long periods of time
is still largely unfulfilled. The applications for such sys-
tems grow more demanding with time and cry out for novel
approaches to long term control of autonomous behaviour.

2 Biological Background

It is necessary to spend a little time examining the biolog-
ical motivation for this work. To this end, the paper will
explore (at a high level) the biological systems that help
to maintain homeostasis within an organism. From there, it
will be possible to move into the artificial domain, adopting
useful metaphors from the biological system.

2.1 Mechanisms for Biological Homeostasis

Homeostasis is the ability of an organism to achieve a
steady state of internal body function in a varying environ-
ment. Homeostasis is achieved via complex interactions
between a number of processes and systems within organ-
isms, namely the nervous system; the endocrine system and
the immune system. By examining these systems and their
interactions, we hope to emulate aspects of this behavior in
artificial systems.

2.1.1 The Nervous System

The nervous system (NS) is central to an organism’s abil-
ity to process and act upon stimuli that it receives from an
external source. Organisms ranging from slugs to humans
are endowed with a nervous system which ranges in size,
ability and function. This system will then develop and im-
prove over the lifetime of the organism, via processes such
as learning and memory (although not exclusively these).
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An organism will be exposed to a vast number of stimuli,
to which it must react. Simply put, the NS will take sensory
input and generate effector output. The sensory parts of
the NS take input from vision, taste etc., which are stimuli
for effector elements such as muscles. The processes seen
in the NS have inspired artificial systems (artificial neural
networks)(7) which form an integral part of the work pro-
posed in this paper. The interaction between the NS and the
endocrine system is complex and incompletely understood,
but for the purposes of this work a simplistic model of neu-
ral stimulation and inhibition by hormones is employed.

2.1.2 The Endocrine System

Within an organism, chemicals known as hormones imple-
ment a regulatory mechanism acting directly at an individ-
ual cell level. This system, the endocrine system, is respon-
sible for the production and storage of these chemicals (15).
Hormones are also produced by neurons and immune cells
such as T-cells, but for the current purposes these mecha-
nisms will be ignored. These hormones have a great deal
of influence over a large number of bodily functions and
are key actors in the maintenance of homeostasis. Hor-
mones have many functions which affect behavior, assist
growth, drive reproduction and so on. Typically, produc-
tion of a hormone is in response to a change in state of the
organism. Such changes are detected via the nervous sys-
tem, immune system or by changes in other hormone or
metabolite levels. Hormones are released into the blood or
lymph system and are able to reach virtually all the tissues
within the organism. It is quite possible (and normal) that
there will be a number of different hormones present in the
blood or lymph at any one time. However, not all cells will
react to all hormones, as the response to hormones is highly
specific: only certain cells are capable of responding to cer-
tain hormones. When a hormone locates its particular tar-
get cell, a binding takes place through specific receptors on
the cells. Receptors on the target cell are usually located
in one of two sites: within the cell nucleus (steroid hor-
mone receptors) or in the plasma membrane (non-steroid
hormone receptors, e.g., proteins, amines, and peptides).
Non-steroid hormones decay and are ultimately removed
from the organism at various rates. Built into the system
is a mechanism by which hormones such as these will de-
cay. This decay rate may well be a few minutes, but could
potentially be a number of days. When a hormone binds
with a receptor on the cell membrane, it stimulates inter-
nal signals to the appropriate sites within the cell, which in
turn alter the cell’s activity. For this work the only mech-
anism for hormone production which is considered is the
change of external environment inducing the production of
hormone analogous to short-lived non-steroidal substances
which affect neuro-transmission.

2.1.3 The Immune System

The immune system is a remarkable, but complex, nat-
ural defence mechanism, which responds to foreign in-

vaders called pathogens. Organisms typically have two
lines of immunity, innate (inherited at birth) and adaptive
(also known as acquired) which develops over the lifetime
of the organism (14). Pathogens are first attacked by the
innate immune system, and if this defence by the innate
immune system fails, then the pathogen is passed over to
the adaptive immune system. The adaptive immune sys-
tem primarily consists of B- and T-lymphocytes (cells).
Through receptors on the cell, they are capable of binding
with pathogenic material (antigens). Whilst the immune
system is integral to the achievement of homeostasis, for
the purpose of work presented in this paper, discussion of
immune operations will not be considered further, as no at-
tempt has been made at this point to integrate an AIS into
the device.

2.2 Interactions between Biological Systems

So far, attention has been given to three systems within an
organism: the nervous system, endocrine system and im-
mune system. These systems do not act independently but
as one large and complex system.

Work in (3) examined the mechanisms by which these
three systems interact and can be summarised as follows
(for a more in-depth analysis’s see (5)): Immune, neural
and endocrine cells can express receptors for each other and
products from immune, neural and endocrine systems can
exist in lymphoid, endocrine and neural tissues. This al-
lows for interaction and communication between cells and
molecules all three ways. The action of various endocrine
products on the neural system is accepted to be an impor-
tant stimulus of a wide variety of behaviors. These range
from behaviours such as flight and sexual activity to sleep-
ing and eating.

3 A Framework for Artificial
Homeostasis

The concept of aframeworkis often employed when at-
tempting to construct complex systems such as these. A
framework could be said to consist of building blocks,
which when combined, form a complete system, and in-
deed work in (5) proposed a potential framework for Artifi-
cial Immune Systems (AIS), and made allusions to the fact
that Artificial Neural Networks could also be thought of
in such a way. The authors argued that a framework would
consist of (1) a representation of the components of the sys-
tem (2) mechanisms by which to evaluate interactions of
these components and (3) procedures for adaptation. Un-
der such a conceptualisation, it is easier to discuss how such
systems may be combined to form a more complex system.
Table 1 captures the salient features of this argument, with
the addition of the Artificial Endocrine System (AES). It is
proposed that combinations of these components, will be
useful in the construction of systems capable of artificial
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ANN AES AIS
(1) Neuron Endocrine Lymphocyte

gland
(2) Network Hormone Affinity

topology interactions measures
(3) Learning Hormone Immune

algorithms structure update algorithms

Table 1: ANN, AES and AIS in a simple framework, see
text for definition of (1), (2) and (3)

homeostasis. Work in this paper is restricted to the use of a
combination of ANN and AES.

3.1 Artificial Counterparts of the Biological
Systems

Significant work has been done in extracting useful
metaphors from the nervous system for the creation of ar-
tificial neural networks (7). Work is now emerging in the
field of AIS (5), but little has been done on AES. This sec-
tion will discuss ANN and AIS and postulate that through
the combination of these approaches and an AES it may be
possible to create an artificially homeostatic system. Work
in (5) describes some of these ideas, and the reader is di-
rected to there for further detail on interactions of both the
biological and artificial systems.

3.1.1 Neural Networks

A substantial body of research has been undertaken in ex-
tracting useful metaphors from the neural systems. Arti-
ficial Neural Networks are parallel distributed processing
systems that are constructed via the connection of simple
processing known as artificial neurons (7). ANN have been
applied to a vast array of problem areas such as machine
vision (11)and robot control (10). Figure 1 is a graphical
depiction of a simple artificial neuron. In order to be of any
practical use, individual neurons are connected together to
form artificial neural networks. These networks aretrained
in order to be able to classify input patterns (x) through the
constant adjusting of the weights (wi) until the ANN can
recognise the pattern. The weights are adjusted via a num-
ber of possiblelearning algorithmse.g. backpropogation.
An artificial neuron can be represented mathematically as
shown in Equation 1. Once the summing of the inputs has
taken place, the neuron will fire, depending on the acti-
vation functionf(u), in this case of work in this paper a
standard sigmoidal activation function has been employed,
as shown in equation 2.

u =
nx∑

i=0

wi · xi (1)

f(u) =
1

1 + e−u
(2)
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Figure 1: A simple artificial neuron

Work in this paper proposes to augment this basic arti-
ficial neuron, with interactions from an artificial endocrine
system. For the purposes of this work, the weights within
the ANN are constant, although for future work, this will
not be the case.

3.1.2 Artificial Endocrine Systems

This paper proposes a new biologically inspired technique
known as an Artificial Endocrine System. The role of the
AES is to provide a long term regulatory control mecha-
nism for the behaviour of the system. The AES proposed
consists ofgland cellswhich secretehormonesin response
to external stimuli, to the valuerg for one glandg. This
is shown in equation 3 whereαg is the rate at which hor-
mones are released for a particular glandg.

rg = αg

nx∑
1=0

xi (3)

The level of hormone is subject to geometric decay, as
shown in equation 4 wherec(t)g is the hormone concentra-
tion at a timet for a glandg andβ is the decay constant.

c(t + 1)g = (c(t)g · β) + rg (4)

Membrane receptorslocated on artificial neurons are
sensitive to hormones, thus providing a mechanism for the
regulation of the ANN by the AES. Gland cells secrete and
record the concentration of hormones present in the system.
Each gland cell secretes a specific hormone, represented by
a simple string of bits. Within the integrated AES-ANN the
hormone sensitive membranes of neurons simply have a list
of hormone receptors (again, represented as bit patterns) to
which hormones are matched and a neuron-specific action
associated with each receptor. At present, perfect matches
of hormone to receptor are considered (though this is not
necessarily required: imperfect matches should generate
lesser reactions). In the natural endocrine system, hor-
mones are transported throughout the body: the same ef-
fect is achieved in the AES through the matching of each
hormone secreted to the receptors on each cell’s membrane
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in turn. A record of the current concentration of a hormone
is maintained in the gland cell which secretes the hormone,
and is then used to moderate the strength of reaction.

True to the analogy with the biological endocrine sys-
tem, different cells types react to particular hormones, in
different ways. The actions which are triggered in individ-
ual cells can vary according to four factors: the hormone
which is detected, its concentration, the type of receiving
cell and the individual cell’s make-up. The former two of
these factors are explained above, but the latter require fur-
ther explanation. The type of cell receiving the hormone
signal will clearly dictate what actions it is capable of per-
forming. For example, a neural cell may lower (or raise) its
threshold value or increase (or decrease) its sensitivity to
one or many of its inputs; and a gland cell may increase (or
decrease) secretion rate of a hormone. The precise make-
up of cells is fixed when they are added to the system. This
may include variations in membrane characteristics (abili-
ties to receive hormone signals), the effects that those sig-
nals have within the cell and other cell-type-specific char-
acteristics such as connectivity pattern of a neuron etc.

In order to allow for the AES-ANN interactions, the hor-
mone levels have to be able to affect the input weights in the
ANN. Figure 2 provides a simple graphical representation
of how this is achieved. Here the recorded hormone level
affects each input weigh on a particular neuron. It is easier
to see this when these interactions are described mathemat-
ically, as in equation 5, where in this casexi andwi are the
same as equation 1 andng is the number of glands in the
system,c is the concentration of hormone,S is the sen-
sitivity of the connection for receptori to hormonej and
M is the match between the receptori and hormonej and
is defined in equation 6, wheredis is a distance measure
function.
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Figure 2: The affect of endocrine interaction on the artifi-
cial neuron

u =
nx∑

i=0

wi · xi ·
ng∏

j=0

cj · Sij ·Mij (5)

M =
1

1 + dis(i, j)
(6)

It is now possible to compare equation 1 with equation 5.
It should be noted that the new equation for the AES-ANN
interaction is a simple augmentation of the original equa-
tion, with the iterative application of hormone levels ap-
plied to each input weight in the neuron. Whilst adjusting
the activation function for ANNs has been explored before,
adding hormonal interactions as described above is novel
and fundamentally different. The decay constant of the hor-
mone which mediates neuron activity over short/medium
timescales means that the ANN-AES is no longer limited to
immediately reactive responses. It should also be noted that
this new AES Neuron bares a passing resemblance to the
Sigma Pi Neurons(9), it is fundamentally different upon
further examination.

3.1.3 Artificial Immune Systems

AIS is very much an emerging area of biologically inspired
computation. This insight into the immune system has led
to an ever increasing body of research in a wide variety of
domains such as machine learning (13), immunised fault
tolerance (4) and computer security (6) to name a few. Re-
cently, an attempt has been made to bring together what at
times seemed a disparate area of research, in a general AIS
framework which describes basic AIS components, inter-
actions and algorithms (5). Here the authors argued that
AIS could be seen as a novel soft computing paradigm that
has great potential to be hybridised with a variety of other
soft computing approaches and computational intelligence
paradigms.

It is anticipated that in future work, an AIS will be inte-
grated into the mechanism, described here and will interact
with both the ANN and AES to maintain homeostasis.

4 Target Application for ANN-AES
Interaction

In order to test some of the mechanisms proposed here, a
simple artificial neural system and artificial endocrine sys-
tem were implemented. The chosen application was a con-
troller for a mobile robot in an office environment. The
robot (a Pioneer 2DX1) is equipped with 16 sonar sensors
arranged around its perimeter, which are capable of detect-
ing objects reliably up to about 5 metres away. A simple
neural network was initially set up manually to link these
sensors to the motors which drive the wheels. The net-
work generates simple object avoidance behaviour which
works effectively in a static environment. Network weights
were chosen manually and adjusted after experimentation
to maintain reasonable clearance when approaching and
avoiding objects. The network was supplied with a bias
node which was used to ensure that there was sufficient
activity in the output nodes to generate forward motion
when there was no stimulation of any of the sonar sensors.
The resultant behaviour observed was “wandering" whilst

1http://robots.activmedia.com/
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avoiding walls and other objects. Typically when a wall
was approached, the robot would gradually turn by an an-
gle close to 180 degrees and move off in a straight line until
it encountered the next obstacle.

This behaviour became inadequate when dealing with
a highly populated environment. The robot became very
close to some objects and upon occasions collided with
them. A “more cautious" set of weights for the neural net-
work would have eliminated the problem, but would then
have made the behaviour unnecessarily cautious in less
cluttered environments. For some tasks such as automated
floor cleaning or map building this would be undesirable
as it would leave larger than necessary regions of the envi-
ronment unexplored. Thus, the alteration of the distance to
which the robot would approach obstacles became a candi-
date for the application of hormonal control.

4.1 Mechanisms for Implementation

The ANN and AES employed in the implementation of the
robot controller are as described in sections 3.1.1 and 3.1.2
respectively. In this implementation, which was designed
to investigate the functionality of the AES, there was no
weight update mechanism (learning) employed in the neu-
ral network.

The controller was compiled and run on a PC104 em-
bedded personal computer (running RedHat Linux) phys-
ically mounted inside the robot itself. The PC104 board
uses a serial connection to communicate with a low-level
microcontroller which drives the motors and services the
sonar sensors employed. Communication with the embed-
ded PC104 is via a radio-ethernet link.

Figure 3 provides a graphical illustration of the imple-
mented system. The ANN is fully connected and no weight
adaptation mechanism is employed at this stage. Similarly,
hormones and receptors are fixed in length and content. Ar-
tificial neurons receive input from sensors, as does the arti-
ficial endocrine gland. When a stimulus is encountered, the
artificial endocrine gland excites or inhibits each synapse
in the ANN (as illustrated by the shaded area) via the hor-
mone release mechanism, see equation 5. The hormone
(which might be seen as analogous to a hormone such as
adrenalin) was excitatory to all synapses (or weights). The
activation level of the two output neurons is then used to
drive the motors directly.

4.1.1 Experimental Setup

The robot was run in the Intelligent Systems Laboratory at
Aberystwyth in a relatively constant, but uncontrolled en-
vironment. The robot was placed in the same start position
and orientation for each run. The start point was at the
centre of an approximately square region of floor (approx-
imately 6 metres across) bounded on two sides by desks
and chairs, on one side by a wall and on the fourth side by
a wall with narrow openings at each end which lead into
short cul-de-sac corridors.

f(u)f(u)

f(u)f(u)

Sensor Input

Gland Cell

Bias Input

Right Motor

Left Motor

Figure 3: The Artificial Neural Network augmented with
the Artificial Endocrine Gland. There are 16 sensor inputs,
2 hidden layer nodes and 2 output nodes. Each output node
controls either the left motor or right motor control. The
shaded area indicates that the hormonal gland influences
the neurons in the network

4.1.2 Experimental Method and Aims

In order to examine the effect that the endocrine interac-
tions were having on the behaviour of the robot, a series
of experiments were performed. The robot was run for 22
minutes at a time after which results were downloaded and
the robot returned to the start position.

Three different versions of the controller were used. The
first was the pure ANN implementation in which the hor-
mone was not allowed to interact with synapses at all. This
is intended as a control. A second version was given a fixed
level of hormone throughout the experiment and was used
to ensure that the hormone was having the intended effect
on the behaviour of the robot. The third version was given
a complete implementation of the AES in which the en-
docrine cell was connected to the sensors and released more
hormone when the sensors were more stimulated (ie. ob-
stacles were closer). Each experiment was run 5 times in
order to investigate the variability of performance and to
lend statistical weight to the results.

Thus the aim of these experiments was to show that:

1. Higher hormone levels result in a more expeditious
retreat from obstacles

2. The variable hormone release mechanism is effective
in allowing both close approaches and expeditious re-
treats

4.1.3 Results

Table 4.1.3 shows results from all fifteen experiments per-
formed. The activity of a sensor is calculated as follows:

sa = 1− dist (7)
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wheresa is the sensor activity as presented to the ANN
and AES, anddist is the distance (in metres) to the nearest
obstacle as detected by that sensor. Due to the small size
of the space in which the robot was operating any objects
more than one metre away were ignored.

The table shows the summed activity of the most active
sensor over complete runs. It is clear from the values in
the table that when equipped with the controller with no
hormone present the robot spends much more time in close
proximity to obstacles than when the controller either has
a fixed high level of hormone or a variable level of hor-
mone. It is also clear that the values observed are (despite
some variability between repetitions) significantly different
under the different regimes.

Thus by examining the first two columns of the table we
can confidently assert that higher hormone levels do result
in a more expeditious retreat from obstacles.

Integrals of sensor activities
Hormone Regime Zero Fixed Varying

8217 3153 4617
7435 3083 5066
9576 4495 4714
14421 2514 5023
10211 4439 4509

Average 9972 3537 4786
St. Dev. 2717 885 247

Table 2: Integrals of sensor activities under various hor-
mone regimes

Figure 4 shows the activity of the most active sensor at
the beginning of three runs (one with each version of the
controller). The first approach to the wall, represented by
the first increase in sensor activity, clearly shows the dif-
ferences between the behaviour induced by the three con-
trollers. The controller with no hormone present spends
three times as long in range of the obstacle as the fixed hor-
mone level controller, and a little more than twice as long
within range than the variable hormone controller. Of most
interest however, is that the controller with a variable hor-
mone will approach obstacles to a similar distance, when
compared to the controller without any hormone. It then
will beat a hasty retreat. This seems to provide evidence
that the second aim, as stated above, is also achieved.

Figure 5 shows the hormone level from a specimen run
of the robot under the variable hormone regime. The re-
lease of hormone as the robot approaches obstacles can
clearly be seen as marked “spikes" in the upper trace. The
region marked as “negotiating corridor" marks a period of
time in which the robot entered one of the cul-de-sac cor-
ridors, manoeuvered to the end of it turned around and
moved out of it again. The close proximity of the walls
whilst the robot is in the corridor maintains a raised level
of hormone for a prolonged period during which the robot
avoids approaching walls too closely. Figure 6 shows the
path taken by the robot on this occasion (only the period
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Figure 4: Example sensor readings under three different
hormone regimes

between entering the corridor and leaving the corridor is
shown). It can be seen that the trajectory taken by the robot
under a variable hormone regime covers about 1 metre of
the corridor’s width. Figure 7 shows a similar portion of
the robot’s trajectory whilst under control of the fixed hor-
mone level controller. On this occasion it can be seen that
the trajectory covers only about 70cm of the width of the
corridor. The skewed nature of the trajectory with respect
to the walls as drawn (especially in figure 7) is due to wheel
slippage allowing errors to build up in the dead-reckoning
used to keep track of the robot position. Future work will
be undertaken using a motion tracking system to eliminate
such problems.
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Figure 5: Recorded hormone level for an example robot
run

4.2 “Emotional" Response

Informal experimentation with the robot (whilst running
the variable hormone level controller) was carried out
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Figure 6: Negotiating a corridor under the variable hor-
mone regime
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Figure 7: Negotiating a corridor under the fixed hormone
regime

which involved "trapping" the robot between the arms by
blocking the sensors at very close range. This initially
caused the robot to stop moving forward and to turn around
“looking for a way out". If the trapping was continued for
a long period of time the robot gradually became more and
more rapid in its movements and eventually it would spin
at maximum speed on the spot. As soon as the blocking of
the sensors stopped it would head away from the torturer
on an erratic path into an open space. Pursuing the robot or
obstructing its path whilst the hormone level was still very
high resulted in very violent turns away from the obstruc-
tion. Over a period of a couple of minutes the robot would
“calm down" as the hormone level reduced. Presentation
of these results is extremely difficult in anything approach-
ing a scientific manner, and until the authors have found a
way to do so we will not attempt more than an informal
description such as this.

It is worth noting however that people’s reactions to this

“torturing" of the robot are interesting in their own right.
Requests to “leave the poor thing alone" and other such
comments are not uncommon. Indeed it is surprising how
people are very willing to project emotions onto a small
autonomous robot which exhibits even very rudimentary
displays of “distress" and“fear". The notion of projecting
emotional states onto the robot is one with which the au-
thors are a little uncomfortable, but we feel it is our duty
to put our philosophical/psychological stance on display.
Of the various philosophical theories of emotion we (in
broad agreement with (8)) identify three plausible candi-
dates at a level appropriate for consideration with respect
to this work. Versions of an epiphenomenal theory which
are often attributed to Hume and Descartes seem to rely on
self-awareness and the ability to reportfeelingsand thus
lack credibility in this case due to the level of intelligent
reporting and introspection that they seem to require. Such
theories also lack a causal route between the emotions and
actions which would seem to be fundamental to the attri-
bution of emotional state in mechanisms as simple as that
embodied in our robot. A theory which is arguably more
suited to the mechanisms present in our robot is one that
was put forward as a part of the (now largely disregarded)
behaviorist stance. This theory states that an emotion is “an
hereditary ‘pattern-reaction’ involving profound changes
of the bodily mechanism as a whole, but particularly of the
visceral and glandular systems”(17). This biological level
of description is appealing, but there are several problems
with the repercussions of thehereditary qualifier which
makes this a particularly weak candidate theory (see (8)
for discussion). The third (and favoured) theory is a ver-
sion of a cognitive theory originating from the Greeks (and
especially Aristotle(1)), which proposes that emotions are
evoked in response to beliefs about the state of the world
and possible events which may be caused by that state in
the future. Thus whilst we are not entirely comfortable
about assigning the wordbeliefto the state of the neurons in
the robot when presented with obstacles in the world, this
is the point at which we feel most comfortable about mak-
ing a stand. Thus we should say that the control system
as a whole (through the belief that an object close to the
robot presents a risk of collision) achieves a level of fear
via the response of the gland cell releasing the hormone.
This modifies the behaviour of the robot in a way consis-
tent with “fear” which in turn results in timid behaviour.
Thus the “fearful” state of the robot is caused by and dis-
played by the internal state of the robot and its interactions
with the environment. We do not propose that this is the
only or even the best philosophical explanation of how the
controller works, but believe that this explanation captures
the spirit in which the controller was constructed.

The results as presented above show a potentially useful
application of an artificial endocrine mechanism in moder-
ating interactions with obstructions in the environment of
a mobile robot. Ascribing an emotion such as “fear” or
“timidity" to this mechanism seems like a reasonable ap-
proach to describing the behaviour that is generated. Al-
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though the mechanism used is extremely simple, the be-
haviour generated is both functional and emotively appeal-
ing.

5 Conclusions

A mechanism for the integration of ANN and AES mod-
els has been presented. This is set in a wider context with
respect to homeostatic mechanisms. An example imple-
mentation of a robot controller which embodies this mech-
anism is detailed and results demonstrating its behaviour
and performance are presented. The behaviour shows traits
which may be useful in exploratory behaviour, especially
in varying environments. The behaviour is also appealing
subjectively and elicits responses from onlookers who are
willing to ascribe emotional states to the robot.

Future work will involve use of precision motion track-
ing software and more complex controllers involving more
than one hormone. Research into more complete models of
artificial homeostasis is also on-going.
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In our project (GENTA - GENeral belief reTrieving Agent), we are trying to realize a conversational agent,
which would be able to talk in any domain by using web-mining techniques to retrieve information that is
impossible to obtain in usually used corpora. In our research we try to simulate reasoning processes based
on Internet textual resources including chat logs. Our goal is a dialogue system which learns the linguistic
behaviour of an interlocutor concentrating on the role of emotion during analysing discourse. The system
is not using any databases of commonsensical word descriptions, they are being automatically retrieved
from the WWW. We describe two values called Positiveness and Usualness and explain their role in the
Inductive Learning that is used for achieving emotion-based reasoning skills. As this is a new approach to
knowledge acquisition for dialogue agents we concentrate on the theoretical part of our project. Finally we
introduce the results of the preliminary experiments.

1 Introduction

WWW is an enormous database, which is being used
widely these days. Unfortunately it is said to be difficult to
handle as it is full of informational garbage that makes web
mining or knowledge-base creation a hard task. However
when we started to rummage through those personal home-
pages with very similar contents that are seemingly useless
for AI purposes, we imagined that human brain cells might
look exactly the same. Not only are the stored pieces of se-
mantic information important but also the number of how
many times such similar data was stored. We assumed that
the Internet is interesting material for retrieving the com-
mon sense, beliefs, opinions and emotional information for
various types of agents. Without any sophisticated method
our system is able to easily discover that in most cases
“being cold” is not pleasant and cold beer almost always
“sounds nice” or that one movie star is being loved and an-
other hated. In this paper we introduce ideas for our project
(GENTA - GENeral belief reTrieving Agent(1)) and the re-
sults of initial experiments with implementing a primitive
method of retrieving basic feelings towards human user’s
utterances and applying this emotional information whilst
inductively learning the speech acts. The earliest ideas for
our project began whilst observing foreign students’ lin-
guistic behaviour while speaking the Japanese language,
which was not their mother tongue. Although their lan-
guage abilities and cultural background happened to be

very different, their conversations always seemed interest-
ing, which agrees with intercultural will of communication
theories(2). We noticed several dependencies, for example
that the keywords triggering the conversations were mostly
of two types - topics that clearly have a positive or neg-
ative emotional load as “a present” or “the red tape” and
that the conversational flow concentrates on what the inter-
locutors have in common or conversely - how they differ.
Even if it is quite obvious to human beings, these condi-
tions for what we call interesting conversation are very dif-
ficult to be met by machines. First of all, computers have
problems recognizing what would be interesting and what
could bore its conversational partner. Secondly, they have
difficulties with spoken language, especially when there are
plenty of grammatical mistakes not to mention interlocu-
tors who use broken language. Therefore we looked for
a conversational environment where the computer system
could face-up to these challenges and chose IRC (Inter-
net Relay Chat) because of its international character and
“world simplicity”(3). Although it is a multi-user environ-
ment we concentrated on one-on-one conversations, as the
program does not handle multi-thread yet. This time we
chose the English language as the initial implementation
was done in Japanese(1).
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2 Basic assumptions

From the very beginning of human-computer interaction,
the purpose of communication was almost always clear -
the machine had to understand an order from the human
user and help him in some way. That approach is obvi-
ously being forced by the pressure that industry puts on
the world of science. Even if the talk itself was a purpose
of a program(6), it was always supposed to help the user
somehow and to be socially useful. Pure “chat for chat’s
sake” agents are not widely developed and scientifically
neglected because of their low usability and problems with
evaluating such systems. In our opinion, concentrating on
problem-solving or helping agents makes HMC (Human-
Machine Conversations) research unbalanced and we argue
against the importance of usability while developing pro-
grams that can communicate with human beings. We have
noticed that nowadays approaches become more and more
sophisticated, machines learn how to analyse metaphors
and to stochastically use very large corpora but there are
still too few agents based on affective computing(7)(8)(9),
that can react not only in a “store-clerk-human-way” but
also a “human-way” if a user says “I’m sad” or just “I
want to buy a dog”. Since Damasio(10) has underlined the
meaning of emotions in reasoning, the number of AI or
cognitive science researchers who search for the methods
of implementing emotions into machines grows rapidly.
Virtual and physical architectures are built and agents or
robots are taught to analyse emotional state as the addi-
tional information for perceiving. In our approach we have
assumed that addition is not enough and that this is cru-
cial, since we understand human conversation as a cycle
of exchanging emotion-based information. By that we do
not mean that pure information exchange does not exist,
we want to make a machine remember that its reaction de-
pends also on the emotional load of an input. Hence our
plan is to implement Pavlovian-like reactions into the com-
puter’s conversation abilities. For the simplicity of our sys-
tem we also simplified an idea on the utterance structure.
We imagined a human language interaction as an electron
jumping through the layers shown in Fig. 1. It goes up
when making an utterance and down when receiving it.
We assume that the emotional layer includes intentions that
motivate to start, to continue, to change or to stop a conver-
sation flow. We imagine that if anyone puts an electron
to any area of semantic layer, for example by saying “a
kingdom for a soda!” and an interlocutor who does not
know what this cliché exactly means hears it, the electron
jumps down to the emotional layer instead of wandering
along the complicated semantic network. The interlocutor
feels that “kingdom” and “soda” are not abusive, “soda”
even sounds nice. The nicer it sounds to him, the greater
the probability of choosing it for a conversation topic, or
as we call it triggering keyword. An aggressive reaction
becomes less possible in such case. Guided by the afore-
mentioned assumption, we decided to realize a method that
would allow us to simplify semantic layer processing by

Figure 1: The idea of the utterance structure before simpli-
fying.

limiting choices in lexical and emotional layers. We also
made an assumption based on Fletcher division of blind
people’s mental imagery(11) and we believe that machines
could gain not deficient or inefficient but different imagi-
nation. Our idea is that the electron having fewer choices
in the emotional and lexical layers may naturally decrease
the possibilities of exploring the semantic layer as we il-
lustrate in Fig. 2. Since we are also interested in the as-
pects of modelling an artificial imagination, we decided to
base our system on pure written word-level conversation
without audio-visual stimuli, although we used their sim-
plified substitute, as they are necessary for obtaining the
basic emotional information. This substitute is the usage
of emoticons (facemarks) widely employed in keyboard-
based chat, which suggest that a given utterance was, for
instance, ironic or supposed to be a joke. For example, if
the utterance from Fig. 2. is done with a smiley “:)” the
electron should not hit the emotional layer at the fear spot
because this would not be natural behaviour.

3 Other kinds of retrieval

In order to see what kind of information could be retrieved
from Internet resources and used for general belief and
emotion processing, we made several tests with different
search engines. For retrieving common emotions we were
observing the hit numbers of the results of searched frames
as: “I am afraid of” [N] (for nouns usually causing fear)
“I always wanted a” [N] and “I always wanted to” [V]
(for what people may dream about) or “Usually people [V]
at [N]” (for retrieving verbs for building a script of given
noun). We discovered that it is possible to retrieve thou-
sands of sentences that could be processed for what we
call emotional common-sense statistics. The more spe-
cific given frame was, for instance “I always wanted to
be” instead of “I always wanted to”, the less ambiguous
sentences were retrieved and results as “I always wanted
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Figure 2: The idea of the utterance structure after simplify-
ing.

to do it” were apparently decreasing. As we noticed in
previous works(1)(4)(5), the Internet can also provide ba-
sic semantic tagging by counting frames including prefixes
(or particles as in Japanese). For example if a parser re-
ceives an unknown word, let’s say “Sapporo”, it can easily
declare that it is a place by comparing result numbers of
given searching frames: “I talked to [Sapporo] and”, “I felt
[Sapporo] then”, “I ate [Sapporo] with”, “I went to [Sap-
poro] by”, etc. Such frames must be chosen very carefully
and one should use stop words as “and”, “then”, “with”
or “by” to avoid counting expressions as “I talked to Sap-
poro Council” but treating such expressions as “animates”
also produced some interesting effects. Search engines also
provide misspell detection what can be useful in fast typ-
ing chat environments with non-native speakers. Unfortu-
nately automation of such searching requires the usage of
crawlers (web robots) and complicated filtering which still
takes too much time to keep up with interactive conversa-
tion processing. Therefore we decided to limit the retrieved
information only to the simple test of whether something is
liked or disliked and how common it is.

4 Description of GENTA system

4.1 General Belief

By this expression we mean a mixture of common sense
based on retrieved opinions and simplified environmental
knowledge. The system’s knowledge of a user is assumed
as almost none - GENTA does not know the nationality, age
or sex of its conversation partner; he or she is not necessar-
ily a native speaker of English. After exchanging greet-
ings, the system waits for a user’s initial utterance and if
there is none it starts a conversation using the learning data
of “Conversation Keeper”, which will be described later.
While detecting the speech act, which is also explained be-
low, GENTA tries to guess the leading keyword(s) from the

first user’s utterance since the domain of conversation is
still unknown. Next, GENTA searches the Internet for the
whole utterance and its grammatically connected parts pre-
viously parsed by a parser(13) trying to establish what can
be associated with given verbs, nouns, noun phrases, adjec-
tives or conditional expressions concentrating on feelings-
based opinions. For example when the input is, “Do you
like playing soccer when it rains?” GENTA counts how
many sentences “I like playing soccer when it rains”, “I
love playing soccer”, “I hate playing soccer”, and “I love
it when it rains” and “I hate it when it rains”, etc. appear
on the Web. This lets our system achieve “own” opinion
about playing soccer when it rains because this knowledge
is assumed as “general” or “common”. Then, paraphras-
ing Shannon’s information theory(14), we assume that the
keyword with less frequency is more interesting for inter-
locutors and GENTA chooses playing soccer as a lead-
ing topic (27268 vs 33985 hits). The system believes that
the discourse should be continued in this “semantic direc-
tion”. But before that, “Conversation Keeper” must es-
tablish which linguistic behaviour (called “a dialogue act”
here) will be proper for a reply, which is our current task.

4.2 Conversation Keeper

Taking last decade research results into consideration
(15)(16)(17)(18)(19)(20)(21)(22) we decided to find pre-
cisely the combination of web-mining and learning meth-
ods that would help us to create a dialogue system that does
not require a large amount of initial data prepared by hand
and does not need sophisticated modules. As our first step,
before creating the real dialogue manager, NLG module,
etc., we decided to confirm that our system is able to learn
from above-word level information. As already mentioned,
we assumed that peculiarity and emotional load of given
expressions could support intention recognition, which is
one of the most important tasks of human discourse man-
agement. Therefore here we divided General Beliefs into
two above word-level values that we call Positiveness and
Usualness, which are also measured by counting the afore-
mentioned string frequencies upon the WWW. Positiveness
value is calculated with following formula:

Positiveness =
Cα1 + Cα2 ∗ γ

Cβ1 + Cβ2 ∗ γ

α1 = disliked, α2 = hated

β1 = liked, β2 = loved, γ = 1.3

Whereγ is to strengthen the “love” and “hate” opinions.
We prepared dialogue act tags, as handing or demanding of
information, opinion and reason; advising, warning, greet-
ing and nodding. GENTA can automatically declare Usu-
alness and Positiveness for utterances, as in the following
example:
Do you like playing soccer when it rains?
becomes aDAPU string(Dialogue + Act + Positiveness +
Usualness):
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OD P5U4 cond P3U5
which means that it was a Demand of Opinion consisting of
two positive and usual expressions connected by subordi-
nate clause conjunctor (SCC) “cond” (conditional clause).
What is characteristic for our method, even if the Positive-
ness of expression seems to be doubtful (that most Web
page creators like it when it rains that does not necessar-
ily mean that most human beings also do) it does not dis-
turb the process since the opinion remains logical. Values
of Usualness and Positiveness are calculated by comparing
frequencies of (“I don’t like ...” / “I hate ...”) and (“I like...”
/ “I love ...”) searching frames. The frequency thresholds
are different depending on the length of the searched string.

4.3 Inductive Learning

GENTA system has the ability to learn from spontaneous
human conversations. We use the Inductive Learning
method(16) to predict which utterance should be used and
to make new rules while talking. The system represents
dialogue discourse as connectedDAPU strings

OH P5U2 : OD P5 U3 : ND : ...

(A1 B1 A2 B2 A3 B3 ...)

which are divided into double rules

(A1 B1) (B1 A2) (A2 B2) (B2 A3) (A3 B3) ...

stored in a Dictionary (Fig. 3,4). When new input is
done, GENTA parses the utterance toDAPU stringby rec-
ognizing a dialogue act determinator, which are words at-
tributed to every dialogue act tag. For example, should
determines advising tag. If subordinate clause conjunc-
tor (SCC) is detected, both clauses are parsed intoDAPU
stringsand they become an individual element for learn-
ing. When there is more than one sentence during one turn,
GENTA confirms if they are of the same dialogue act. If
not, the input is divided - the last rule is changed and a new
one is created, for example:

A1: Do you care?

B1: Well, I don’t care. What about ya?

A2: Me neither, man!

creates (A1:B1a) (B1b: A2) instead of (A1:B1) (B1:
A2).

Learning concentrates on dialogue acts tagging and con-
junctors, and their coexistence with Positiveness and Usu-
alness. For example, if an unknown dialogue act determi-
nator appears, our system decides the most probable tag
and unless a user cancels a computer’s output by using one
of the cancelling expressions, such as “???” or “What are
you talking about?” and so on, a new rule is created in the
rule dictionary (Fig. 4.). If an emoticon is detected, the
Positiveness value is decreased or increased depending on
the kind of a facemark.

Figure 3: A simple example of the learning process from
the utterances already parsed for Positiveness, Usualness
andDAPU strings.



EMOTIONAL INFORMATION RETRIEVAL FOR. . . Informatica27 (2003) 205–211 209

5 Experiment and evaluation

5.1 Method

Existing standards (23) in HMC evaluation, which concen-
trate on semantic quality of output, were not useful for eval-
uating spontaneous chat only with above-word information
supported dialogue acts. Hence we had to prepare our own
evaluation method:

- There are two human interlocutors A and B.
- They converse through IRC channel, which is moni-

tored by our system (G).
- G listens to A’s utterances and proposes its own an-

swers (asDAPU strings).
- DAPU stringsof B’s utterances are compared with G’s

ones.
- Afterward the third person evaluates the naturalness of

the strings when a system chose a different dialogue act, as
there is more than one possibility.

5.2 Results

As we are not particular about perfect language, two non-
native English speakers took part in our experiment. There
was no particular topic of conversation. Subjects made 128
turns and they mostly talked about sports. GENTA’s dic-
tionaries were empty in the initial phase and we taught the
system only one determinator for every dialogue act and
only two to three basic conjunctors for every kind of sub-
ordinate clauses. We decided on empty dictionaries to see
when a system starts to learn and because we want GENTA
to retrieve what is needed from the Internet. The Web
as a corpus that is constantly changing and creating dic-
tionaries for Positiveness or Usualness would not reflect
those changes. By comparing user B and GENTA’sDAPU
stringswe understood that:

– The systems already started to use learned rules by the
eighth turn, as the chat was mostly question-answer
style but finally less than half (37.5%) of dialogue
acts were chosen the same way by a user. Although
81.25% of those different ones were evaluated as nat-
ural by human being.

– Positiveness (On a five point scale: 1-negative, 2-
slightly negative, 3-neutral, 4-slightly positive, 5-
positive) of systems output that had the same dialogue
act tag as a human was in 59.1% of cases the same
as the user’s. By this we mean there are three levels:
positive, indifferent, negative.

– Usualness (On a five point scale: 5-very usual, 4-
usual, 3-slightly peculiar, 2-peculiar, 1-very peculiar)
of a system’s output was only in 20.8% of cases the
same as a human user’s, because all parser errors due
to misspells were detected as the most peculiar expres-
sions.

Figure 4: GENTA’s Inductive Learning process.

Positiveness and Usualness were compared only in cases
where dialogue acts were the same in human and machine
outputs, as the dialogue acts choice significantly influences
those two values. Because these two values were depend-
ing on the Internet connection speed (about 15-20 seconds
for 1 calculation), the computer’s propositions were given
with growing time difference but it had no influence on our
experiment’s results.

6 Conclusion and discussion

We have described a new approach to WWW statistical
information usage in a dialogue system, which is able to
achieve information that is not obvious to the machine
without using logic programming and other sophisticated
methods. As we are in the preliminary stages of our project,
we could only indirectly evaluate our ideas as grammati-
cally built sentences were not output by the system. How-
ever, the results are convincing enough to continue walking
on our chosen path - even if the system was not guessing an
interlocutor’s intentions properly, it proposed its own dia-
logue acts, which were not against the logical flow of con-
versation. In most cases too few turns made learning ma-
terial inefficient but it is quite difficult to evaluate GENTA
system before implementing further modules that will lead
to generating more understandable output. The following
is an example of this difficulty:
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A: They prefer drinking beer. (IH P5U4)
G: P5U4 ex (that could be: “a beer!!!” or “I love beer!”)
B: C’mon, they’re watching games too. (IH P4U3)
It seems obvious that at this stage it is too early to eval-

uate our system as a talking system and it is rather impos-
sible to see its abilities in context management. Although
when we add the knowledge retrieval and representation
modules we foresee that such outputs will be useful. We
believe that tuning up the parsing methods and increasing
data for learning will help to achieve better results in the
future. We made a first step in the creation of an agent
that should be able to chat about any topic with proper
human-like reactions. A promising factor for future tasks
is that our program was only based on automatically re-
trieved knowledge of common opinions and the peculiarity
of user’s utterance, which could be used in many interest-
ing ways, as manipulating GENTA’s “personality” for ex-
ample by decreasing its Positiveness when, for instance, the
weather is bad. Another idea is that one could use retrieved
information as a model imagination of an interlocutor. We
want GENTA to know what his partner probably thinks
while for instance saying “I need a girlfriend”. Thus there
is a need to experiment with different parsers and to cre-
ate mechanisms which allow GENTA to learn other things
from the Internet - the largest and most rapidly growing
database in the world, and try to apply those methods to
commonly explored areas as for example in qualitative spa-
tial reasoning. It must also be able to answer “wh-” ques-
tions, so we plan to concentrate on implementing a substi-
tution of imagination which should be an elastic plan re-
trieval mechanism supported by commonsensical libraries
created through search frames as “I always (verb) when it
rains” or “usually people buy (noun) when they want to
(verb + noun)”and also on the automatic creation of such
frames. Our method could also be interesting from a soci-
ological point of view, since GENTA can become a “mir-
ror personality” of an average wired English or Japanese
speaker in his original version(1), which could make it a
much more interesting conversation partner than its prede-
cessors. By using searching frames as “computers never”,
“computers can” we can also model a basic knowledge base
for a machine that could also be conscious of its possibil-
ities. We also understood that adopting GENTA to other
languages would only be limited to translating the search
frames. We strongly believe that with the constantly im-
proving computer and network abilities, the Internet will
become the main source of any kind of knowledge for fu-
ture AI systems. We also predict that millions of private
homepages sharing users’ feelings and opinions will be
crucial information to helping machines to “understand”
what we typically think and what average humans know.
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Pharmaceutical drug candidate databases have reached massive sizes in recent years due to the improve-
ment of benchside high throughput screening tools used by scientists. This rapid increase has caused a
shift in the bottleneck in discovery and product development from the benchside to the computational side,
thus creating a need for new computational tools that can facilitate the access and interpretation of such
massive data.
In this paper, a window-based compression technique that supports random database access is introduced.
This technique improves random access to records in the database while maintaining high sequential
throughput. The impact of the proposed compression technique is evaluated in the context of a non-
indexed and an indexed database. The performance gain of the window-based compression technique is
demonstrated using a drug candidate database which is used in the pharmaceutical drug discovery process.

1 Introduction

During the past decade, the amount of data generated in
early drug discovery process exploded because of the in-
troduction of lab automation and enhanced screening tech-
nologies. This data explosion created the need for analysis
tools enabling a bench scientist to use the data generated
to facilitate the discovery of new drugs. There are several
challenges associated with the data management of these
data because the associated databases are highly multidi-
mensional, complex, and dynamic (3; 4).

In this paper, a window-based compression technique
is introduced for pharmaceutical databases and its impact
on improving data access in the databases is evaluated.
Window-based compression has been successfully used for
images such as JPEG (34). Compression can reduce the
response time for data access in large size databases by
transferring smaller size data blocks from disk and decom-
pressing the data in memory. The proposed window-based
approach is applicable to databases that mostly contain nu-
merical data. The database under consideration needs to
be sorted with respect to the values of the attributes. The
sorted database is then partitioned into a set of records
called windows. The data in all the windows is encoded
and indexed. This approach is scalable with respect to the
size of the data in the database while allowing random ac-
cess to the data.

In this paper, a drug candidate database is used to show
the performance gain associated with the proposed com-
pression technique. This driving application is an impor-
tant step in the drug discovery process. An overview of the
application is presented in Section 2. Section 3 presents
related research work. The window-based compression is

described in Section 4. Section 5 analyzes the impact of
indexing and window-based compression on data through-
put in the drug candidate database. Section 6 describes
the buffer techniques used to facilitate updates in the com-
pressed databases. Conclusion and future work are in-
cluded in Section 7.

2 Application

Given a target disease, such as cancer, the drug discovery
process consists of determining a pharmaceutical therapy
for this target disease. This involves finding a strategic
macromolecule that is pivotal to the disease state. Knowl-
edge of the receptor site on the macromolecule allows the
scientist to find new smaller molecules that will fit it, much
like a key fits a lock. These molecules constitute lead drug
candidates. The more accurate the fit, the more efficient
the drug candidate is in binding to the receptor site, and
thus a more potent drug candidate is realized. This study
focuses on the computational process involved in extracting
lead drug candidates from a database containing millions of
drug candidates. Once a set of lead drug candidates is ex-
tracted for a given target disease, extensive structural mod-
ifications of the candidate’s molecular structure are made
and biological tests are conducted to identify at least one
drug candidate for advanced studies. The objective is to se-
lect a suitable drug candidate that can be proven effective
in the disease and thus may be sold as a pharmaceutical
therapy for the target disease.

The database consists of the descriptor values for the
drug candidates, which are computed by using several de-
scriptor programs. Descriptors refer to numerical represen-
tation of a molecular attribute of the drug candidates. Each
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descriptor program computes a specific set of descriptors
for a compound. These descriptors quantify the character-
istics of the molecule that may be important in fitting the
structure to the receptor site. Example descriptor programs
include Fingerprints (37), Jurs (30), Topological Indices
(1), etc... For each descriptor program, the relation be-
tween the drug candidates, the descriptors, and the descrip-
tor values is shown as a relational database table in Figure
2. The first column (attribute) of this table is the identifi-
cation number for the drug candidate (Drug ID). The sec-
ond column (attribute) identifies the descriptor for which
the corresponding drug candidate has a value. The third
column (attribute) contains the value of the corresponding
descriptor (column 2) for the given drug candidate (column
1). These descriptor values are actual numerical values rep-
resenting different characteristics of the molecule such as
the number of sequences of a given set of atoms that are
present in the molecule (drug candidate).

Drug candidates may not have values for all the descrip-
tors in a given descriptor program. For example, if the
descriptor represents the presence of a given sequence of
atoms in the drug candidate, that sequence may not be
present in all the drug candidates. The “missing value”
is used to refer to the drug candidate-descriptor tuple for
which a descriptor value does not exist. For example, if
the descriptor represents the presence of a given sequence
of atoms in the drug candidate (molecule), that sequence
may not be present in all the drug candidates. Instead of
representing this information as a record of type “drug can-
didate number, descriptor number, descriptor value = 0”,
the entire record is omitted.

desc. prog. 1 2 3 4 5 6
No. of Desc. 8 149 49 15,265 208 2,048

desc. prog. 7 8 9 10 11 12
No. of Desc. 88 2 102 36 557 30

Table 1: Number of descriptors in each descriptor program

Drug Candidate Descriptor Value
1 100 54
2 100 55
2 101 56
2 102 1.5
... ... ...
6555 100 32
6555 102 2.4

Table 2: Physical data representations for each descriptor
program

A drug candidate database may include several million
drug candidates and thousands of descriptors. Without loss
of generality, we limit the study presented in this paper to a
subset of the large database containing 300,000 drug candi-
dates. There are 12 descriptor programs in this drug candi-
date database, each containing a varying number of unique

descriptors (Table 1). Each descriptor program in the drug
candidate database is stored as a flat file on disk using the
physical data representation shown in Table 2.

During the drug discovery processes, the database is
screened in order to extract lead drug candidates on the
basis of a computational model. In the simplest form this
model is the weighted sum of several descriptor values. For
example, given a target disease D, the scientist may estab-
lish that the computational model for a lead drug candi-
date is0.5× d5

1(x) + 0.3× d7
3(x), whered5

1(x) andd7
3(x)

are the values of descriptor 1 from descriptor program 5
and descriptor 3 from descriptor program 7, respectively,
for the drug candidatex. The higher the value of this
weighted sum the greater the likelihood that the drug can-
didate will be an adequate pharmaceutical therapy for the
disease D. Of course, the actual computational models are
more complex than the above example. A typical compu-
tational model may include 100 descriptors.

When screening the database, scientists may give a cus-
tomized drug candidate input list or require the entire
database to be searched. In the first case, the drug can-
didate IDs are randomly selected from the database and the
data access to the database is random. In the second case,
the drug candidate IDs in the drug candidate input list are
sequential numbers and the database access is consecutive.
Using the drug candidate list given by the scientists and the
descriptor list from the model, the corresponding descrip-
tor values are retrieved from the database and used to apply
the model to find the lead drug candidates.

3 Related work

Database compression is different from traditional data
compression because it should support conventional
database operations, such as retrieval, update, insertion
and deletion. The difficulty that is common to all these
operations is allowing random access to the data. Addi-
tionally, only lossless compression can be used with cer-
tain scientific databases such as pharmaceutical and medi-
cal databases, because accuracy is very important for these
databases and cannot be traded for performance.

Several previous studies have discussed database com-
pression and random access to compressed data files (27;
16; 26; 35; 23; 18; 17; 20; 11; 22). An overview of various
compression techniques available for database compres-
sion and the benefits and disadvantages of these techniques
are presented in (27). Furthermore, a comparative analy-
sis of the level of granularity for compressed databases is
discussed extensively in (26). The different levels consid-
ered in (26) include: file, page, tuple, and attribute. In (26),
it was established that file and page level compression are
inefficient because of the overhead associated with decom-
pressing the entire file or page in search of a given tuple
in database queries. Attribute level was selected over tu-
ple level compression in (26; 14) for two reasons: first,
there is a high overhead when decompressing the entire tu-
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ple in order to retrieve a single attribute from the tuple, and
second, there is a high level of similarity present within a
single attribute across all the tuples. The approach used
here combines both attribute level compression and tuple
level compression within a single window. Furthermore,
the overhead associated with decompression is limited be-
cause partial decompression is used when a query is issued
against the compressed database. The first attribute of the
first tuple in the window is decompressed in order to decide
whether the desired data is contained in the window. The
same partial decompression approach is used for a single
tuple within the window.

The approach discussed in (14) uses an offline dictio-
nary method that encodes each attribute based on the range
of values in the domain of this attribute. It is applied on
an attribute by attribute basis. This approach can not be
directly applied to the drug candidate database because the
values of the attributes span the entire domain. Addition-
ally, as apposed to the approach discussed in (14), in this
paper, compression is applied to multiple tuples at a time.
As will be shown later in this paper, compression on a per
tuple basis yields little improvement in performance. The
approach discussed in (14) is general purpose whereas the
approach discussed in this paper is more applicable to sci-
entific database applications.

The approach proposed in this paper is based on a non-
adaptive compression technique. This choice was made
based on the findings stated in (16; 26) which indicate that
an adaptive approach (i.e. without apriori knowledge of the
characteristic of the data) results in insignificant reduction
of the data size.

A strong evidence for the advantage of compression in
databases is offered in (35) which provides a method for
incorporating compression in DBMSs. In (35), it was also
shown that compression incurs significant penalties for in-
sertions, deletions, and updates. All the techniques con-
sidered in (35) are restricted to the compression of each
tuple in the database independently. The compression pro-
posed in this paper is applied to several tuples (belonging
to a window) at a time. Furthermore, a delayed update ap-
proach, as discussed in Section 6, is used in conjunction
with the window-based compression approach. These two
characteristics yield a limited penalty for insertions, dele-
tions, and updates in the compressed database.

Tuple differential coding was proposed for statistical
database compression (23). This technique includes several
steps: tuple reordering, attribute domain ranking, block
partitioning and block encoding. Tuple differential coding
(23) is based on the assumption that the attribute domains
are simple and of finite size. The domain is usually quanti-
fied so that each attribute value falls in a predefined domain
range. In the drug candidate database, the domain of the
attributes is complex, and the length of the attribute values
may range from one byte to multiple bytes. This complex-
ity makes the compression technique proposed in (23) im-
practical. The window-based compression starts by sorting
the database. Although different from the approach intro-

duced in (23), this sorting can be considered as a form of
tuple reordering. Furthermore, in the window-based com-
pression a similar technique to block partitioning and block
encoding is used. The block partitioning discussed in (23)
uses fixed size blocks, whereas the partitioning used in this
paper uses variable size windows. Actually one of the ob-
jectives of this paper is to evaluate the impact of the size of
the window on the access throughput to the database.

A semantic compression based on fascicles was intro-
duced in (17). The underlying idea of this compression
technique is to identify and group together records that
share similar values for some attributes. The approach
proposed in this paper also takes advantage of the sim-
ilarity between records. The window-based compression
technique relies on the similarity resulting from a database
sorted according to the values of the attributes. Sorting the
database is less compute-intensive than the clustering ap-
proach proposed in (17).

Current commercial DBMSs support various types of
data compression. DB2 exploits the hardware compression
implemented in S/390 (5; 15; 16). This hardware compres-
sion employs a modified LZ algorithm (39; 40) which is
assisted by an auxiliary processor. A compression call in-
struction and compression dictionaries are required to ac-
tivate the hardware compression. DB2 switches to soft-
ware compression if the hardware compression support is
not available. In order to achieve adequate gain from com-
pression, the data have to meet certain specific criteria. The
length of a tuple cannot be short, which means a tuple
usually has to have many attributes. Furthermore, the tu-
ples should have repeated strings, for example, reoccurring
strings in the names and addresses. The tuples in the drug
candidate database do not have these characteristics. They
are short and do not include repeated strings.

Sybase also uses compression. In the Sybase IQ Server
(31), which is a data warehouse for interactive decision
support, a compression technique similar to gzip (39; 40)
is used. This compression technique is implemented at the
page level. Whenever a tuple is required by users, the entire
page has to be decompressed.

Oracle supports a key compression technique (25) which
compresses parts of the primary key column values in an
index. Keys in an index are divided into two parts, a group-
ing part (the prefix entry) and a unique part (the suffix en-
try). The grouping part is shared by multiple unique parts
allowing for an efficient compression of the index space.
For example, in an index with three columns, suppose the
grouping part consists of the first two columns and the
unique part is the last column. For a list of keys (1,1,5),
(1,1,6), (1,2,5), (1,2,7), (1,2,8) the repeated occurrences of
(1,1) and (1,2) in the grouping part are compressed. The
efficiency of key compression depends on the division of
the key and the data in the key. The compression tech-
nique used in Oracle is similar to one of the steps used in
the window-based technique. In addition to this processing
step, the window-based technique groups the tuples in win-
dows and uses encoding to compress the data in the tuple.
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Char. 0 1 2 3 4
Freq. 6.74 8.51 9.95 9.89 7.72

Char. 5 6 7 8 9
Freq. 6.77 6.27 6.29 6.39 6.26

Char. - . , S end of line
Freq. 0.14 0.83 7.62 8.54 8.08

Table 3: Frequency of occurrence (in percent)

In this section, compression techniques previously used
with database applications have been reviewed. There are
several other compression techniques, such as Elias (10)
and Golomb (12) codes for Intergers, modified Huffman
coding of bigram and trigram (32), and arithmetic coding
(19). Elias and Golomb codes are not suitable for the drug
candidate database since attributes with floating point num-
bers make-up most of the data in the database. Under the
observation of some frequently used strings in the database,
bigrams are used in the proposed window-based compres-
sion. The amount of compression achieved by arithmetic
codes and Huffman codes is comparable (29). In this pa-
per, a modified Huffman code was selected.

4 Window-based Compression

In this section, the window-based compression algorithm is
formally presented, followed by a description of the envi-
ronment used to implement and analyze the proposed com-
pression technique for the pharmaceutical drug candidate
database.

4.1 Algorithm Description

The first step in the proposed compression technique con-
sists of identifying the set of characters that are present in
the drug candidate database and their corresponding fre-
quency of occurrence. The frequency of occurrence is the
ratio of the number of times a given character is used to the
total number of characters in the drug candidate database.
The drug candidate database under consideration contains
mostly numerical values. Table 3, shows the frequency
of occurrence of all the characters in the drug candidate
database.

The character “,” is used as a separation between at-
tributes within a record, the symbol “-” is the negative sign,
the symbol “.” is used in floating point number, the sym-
bol “S” represents a frequently used bigram “,1”, and the
end of line symbol separates two adjacent records. Because
the variance in the frequency of occurrence of characters is
small, a uniform size (4 bits) code word was assigned to
each character in the database. Variable size code words,
based on the Huffman code (8) were also derived. How-
ever, these code words did not result in higher throughputs
for the drug candidate database.

There are also other methods that generate variable code

words (6) for large databases. The method proposed in
(6) derives the code words based on a small subset of
the database rather than the entire database. This ap-
proach would be efficient in generating code words for
the drug candidate databases if the frequencies of occur-
rences varies greatly among the characters and if these fre-
quencies change when the instance of the drug candidate
database increases in size. Various tests were conducted
which showed that neither of these two characteristics were
applicable to the drug candidate database.

The second step is to sort the data in the database us-
ing radix sorting (8). This is a time consuming operation
for large pharmaceutical databases, but since the data in
the database is stable and the only updates are tuple in-
serts which are performed few times per year, sorting the
database and keeping it sorted is possible. The next step
in the compression technique consists of grouping adjacent
records intowindows. An example of a window of size 4
before compression is shown below.

drug cand., desc. number, desc. value
100000, 1001, 0.22156582
100000, 1002, 1.32567674
100001, 1001, 3.81434905
100001, 1002, 2.56932236

The first column of this window is the drug candidate
number; the second and the third columns correspond to
the descriptor number and descriptor value, respectively.
Given that the database is sorted, the values in the first
and second column are always in ascending order within
the window. Furthermore, the difference between the val-
ues of these attributes from one record to the next is small.
In order to take advantage of this similarity between ad-
jacent records, a difference operation is performed on the
attributes of columns 1 and 2. This operation, which is
similar to the key compression approach used in Oracle, is
shown below for the example window of size 4.

drug cand., desc. number, desc. value
100000, 1001, 0.22156582

0, 1, 1.32567674
1, 0, 3.81434905
1, 1, 2.56932236

The difference operation is applied to a subset of the at-
tributes. These attributes can be specified by the user. Al-
ternatively, a simple algorithm that performs one pass over
the database, after it is sorted, can determine whether or
not a given attribute is a good candidate for the difference
operation. For example, applying the difference operation
to the third column of the drug candidate database will not
result in any gain because of the lack of similarity.

The third and final step in the compression consists of
replacing each character in the partitioned database by its
corresponding code word. The window-based compression
algorithm is shown in Figure 1.
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1. w ← 0
2. WHILE (!eof(database))
3. read a tupletw = (pw, kw, dw)
4. IF ((w > 0) && (w < window size))
5. t

′
w ← (pw − p0, kw − k0, dw)

6. compresst
′
w using 4-bit code

7. ELSE
8. compresst0 using 4-bit code
9. END IF
10. w ← w + 1
11. IF (w == window size)
12. w ← 0
13. END IF
14. END WHILE

Figure 1: Window-based Compression Algorithm

Following the classification introduced in (27), this tech-
nique is reversible (or lossless). Furthermore, the encod-
ing step of the proposed technique falls under the restricted
variability codes approach (27) and the difference opera-
tion falls under the differential compression technique (27).
The combination of these approaches are intended to ac-
commodate the fact that the drug candidate database con-
sists of a combination of integers as well as floating point
numbers. Differential compression is adequate for integers
whereas the restricted variability codes are more suitable
for floating point numbers than integer numbers. As stated
in (27), floating point numbers tend to compress at the rate
of 10%, whereas the compression rate for integers ranges
between 45% and 65%.

4.2 Algorithm Implementation

The algorithm was implemented using the C language on a
Sun Enterprise 3000 with 4 processors and 1 GB memory.
A small DBMS that supports indexing and update opera-
tions was developed and used as a test bed for the imple-
mentation of the proposed compression algorithm. Under
this test bed the database tables are stored in flat files. The
implementation of the proposed compression algorithm us-
ing commercial DBMS was not possible due to the unavail-
ability of source code. Additionally, using an existing open
source DBMS would require rewriting most of the code in
the database engine.

5 Evaluation

The performance of the window-based compression is
measured according to three parameters: the compression
ratio, the execution time of a full database scan, and the
execution time associated with the retrieval of a set of de-
scriptor values for a set of drug candidates. The latter oper-
ation is the most frequent operation performed on the phar-
maceutical drug candidate database. It is used to validate

the computational model for the lead drug candidates as-
sociated with a given target disease. The first parameter
allows us to compare the window-based compression to
commonly available compression tools such as the Unix
“compress” (39; 40). The full scan is the operation used to
extract all lead drug candidates from the database. The per-
formance of the window-based compression with respect to
these three parameters is discussed in the following subsec-
tions.

5.1 Compression Ratio

The compression ratio is defined as the size of the original
database divided by the size of the compressed database.
Table 4 shows the compression ratio obtained by using the
window-based technique for each descriptor program in the
drug candidate database. The last row of this table includes
the average compression ratio for the window-based com-
pression technique over all the 12 descriptor programs in
the drug candidate database. The second and third columns
of the same table include the compression ratio obtained
when the Unix “compress” and “gzip” (39; 40) are used,
respectively. The last column of Table 4 corresponds to the
compression ratio obtained when a variable window size is
used. The variable window size refers to the case where
a new window is started every time a new drug candidate
number is encountered.

Desc. Unix Unix Window Size
Prog. comp. gzip 1 4 8 16 Var.

1 2.89 3.14 2.12 2.62 2.60 2.65 2.73
2 4.03 5.00 2.28 3.51 3.70 3.62 3.63
3 3.93 4.75 2.16 3.12 3.20 3.18 3.28
4 3.83 5.17 2.28 3.31 3.36 3.23 3.30
5 3.89 5.16 2.27 3.32 3.39 3.35 3.57
6 4.57 5.89 2.26 3.74 3.90 3.83 3.85
7 3.37 3.71 2.10 2.98 3.11 3.14 3.07
8 3.15 3.56 2.19 2.91 3.04 3.11 2.69
9 3.53 3.80 2.08 2.91 2.97 2.98 3.04

10 3.79 4.76 2.30 3.29 3.34 3.29 3.58
11 4.96 6.39 2.28 3.03 3.18 3.25 3.72
12 2.51 2.55 2.09 2.43 2.44 2.42 2.51

Aver. 4.30 5.30 2.24 3.19 3.31 3.33 3.55

Table 4: Compression ratios obtained using Unix com-
press and window-based compression with different win-
dow sizes.

Both “compress” and “gzip” achieved higher ratio than
window-based compression. “compress” and “gzip” are
based on the LZ algorithm (39; 40), which replaces the
strings with pointers to the same strings that occur earlier in
the text. If this technique is applied to the entire drug can-
didate database, it cannot efficiently support random access
to the data in the database (11). It is also not suitable within
each individual window for the following reasons: First,
most data repetition is removed within each window after
the difference operation is performed. Second, the data size
in each window is small. A typical window with size 16
contains 100 to 250 bytes. If a very large window is chosen
to favor the use of “compress” or “gzip”, the throughput
during random access to the drug candidate database will
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be low. This is because the entire window has to be decom-
pressed in order to search for few random drug candidates.
Random access is the most frequent operation used by sci-
entists. Thus, a high throughput for this operation has to be
achieved.

Table 4 shows that larger window sizes result in higher
compression ratios. However, the difference in compres-
sion ratios between consecutive sizes diminishes as the
window size increases. For example, the difference be-
tween the average compression ratios for window sizes 1
and 4 is 0.95. Whereas, the difference between the average
compression ratios for window sizes 8 and 16 is 0.02. This
observation indicates that using a fixed size window with
16 records or more will not result in a substantially higher
compression ratio. The last column of Table 4 indicates
that, on the average, the variable window size compression
outperforms the fixed window size compression with re-
spect to the compression ratio.

5.2 Extracting Lead Drug Candidates

Given a computational model, one of the operations in-
volved in extracting lead drug candidates from the database
is a full database scan. This full database scan consists of,
first, reading the windows from the compressed descriptor
programs into memory. These windows are then decom-
pressed, parsed in memory, and written to an output file. In
order to reduce system variability, each test was conducted
three times in a single user mode. The reported numbers
are the average of the results of the three tests.

The execution time of the full database scan operation
using varying size windows is shown in Table 5. The vari-
able window has the lowest execution time as indicated by
the last column of Table 5. For fixed window sizes, com-
pressions based on large size windows lead to higher exe-
cution times than those based on small size windows. In
general, Table 5 shows that there is very little difference
between the execution time of a full database scan using
varying window sizes. This result was expected since par-
titioning the descriptor programs into windows favors ac-
cess to a partial set of records in the database. In the full
database scan operation, all the records are retrieved and
decompressed. Thus, the window size has very little effect
on the execution time of the full scan of the drug candidate
database.

5.3 Computational Model Validation

In order to validate the computational model correspond-
ing to lead drug candidates for a given target disease, sci-
entists issue queries against the drug candidate database.
These queries consist of retrieving a set of descriptor val-
ues for a list of drug candidates. The throughputs of these
queries are evaluated by two types of tests. In the first type,
the drug candidate list includes drug candidate numbers se-
lected randomly from the database. In the second type, the
drug candidate list consists of consecutive drug candidate

desc.
prog. win=1 win=4 win=8 win=16 Variable

1 47.76 49.70 52.93 49.76 47.95
2 263.76 275.57 280.75 276.41 265.61
3 280.67 289.90 301.85 288.58 277.80
4 148.39 156.50 160.11 160.36 154.49
5 80.93 85.62 85.24 86.89 82.21
6 1191.52 1211.57 1187.28 1209.00 1186.46
7 534.73 550.87 528.41 534.49 522.24
8 12.05 12.17 12.09 12.35 12.83
9 49.99 51.16 49.90 50.57 49.04

10 71.32 76.04 75.62 76.79 71.65
11 2260.18 2489.35 2400.68 2415.69 2218.25
12 104.66 111.52 103.65 105.36 99.85

Tot. 5045.97 5359.97 5238.53 5266.24 4988.38

Table 5: Full database scan time in seconds for the com-
pressed drug candidate database using window-based com-
pression with varying window sizes.

numbers. In these input lists, the number of drug can-
didates is varied to include 5000, 10000 and 20000 drug
candidates. The descriptor set contains 100 descriptors
selected randomly from all the descriptor programs. The
choice of 100 for the number of descriptors is driven by the
fact that, on average, a drug model consists of 100 descrip-
tors. In addition to varying the type and size of the drug
candidate list, the impact of indexing the compressed drug
candidate database on the throughput is also investigated.

For comparison purposes we show the throughput ob-
tained when Oracle 8i is used to implement the drug can-
didate database (Table 6). The numbers in the second row
represent the size of the drug candidate list. The through-
put is measured in drug candidates per second, which is
obtained by taking the ratio of the number of drug candi-
dates in the input drug candidate list to the query execution
time in seconds. The higher the throughput, the more effi-
cient is the data access approach. This measure allows us
to compare performance across drug candidate lists with
different sizes.

Query Random drug candidate list
Structure 5,000 10,000 20,000

Regular query 18.87 26.60 34.66
Parallel query 29.24 38.31 45.87

Query Consecutive drug candidate list
Structure 5,000 10,000 20,000

Regular query 43.10 36.76 27.74
Parallel query 53.76 49.50 44.25

Table 6: Throughput in Oracle DBMS measured in drug
candidates per second.

The regular query in Table 6 does not incorporate any
advanced option provided by Oracle 8i, while the paral-
lel query includes the PARALLEL option in the Oracle
SQL command and uses multiple processes to execute each
query. In both cases, the Oracle key compression was used.
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5.3.1 Non-Indexed Database

In a non-indexed database, the compressed database is
searched for each drug candidate in the drug candidate list;
that is, the first line of each window is read and decom-
pressed. If the drug candidate is in the current window,
the entire window is decompressed, and the values of the
target descriptors are retrieved. While at most one pass is
performed on the database (the database is sorted), this op-
eration is still time consuming if the size of the database is
very large.

Window Random drug candidate list
Size 5,000 10,000 20,000

1 1.29 2.59 5.16
4 3.59 7.03 13.50
8 5.13 9.92 18.51
16 6.20 11.84 21.69
32 7.36 13.81 24.51
64 7.86 14.47 24.99
128 7.94 14.19 23.51

Variable 9.31 17.87 31.62
Uncompressed 2.08 4.16 8.26

Window Consecutive drug candidate list
Size 5,000 10,000 20,000

1 9.10 16.21 26.45
4 22.02 35.57 50.96
8 28.92 44.35 59.78
16 32.93 49.10 64.09
32 36.98 53.09 67.46
64 39.13 55.16 68.68
128 40.00 55.77 68.84

Variable 44.25 62.33 76.25
Uncompressed 14.37 25.42 41.59

Table 7: Throughput in the compressed drug candidate
database measured in drug candidates per second.

Table 7 shows the throughputs of the above query for
different drug candidate lists when the database is com-
pressed. The last row of this table shows the throughputs
of the query when issued against the database in its original
uncompressed form. Unlike the case of the full database
scan, the throughput for the compressed database is sig-
nificantly higher than that of the original uncompressed
database except when the window size is 1. Additionally,
the variable window size for the compressed database (sec-
ond to last row of Table 7) has the highest throughput for
both the consecutive and the random drug candidate list.

For the case of consecutive drug candidate lists, the
throughputs obtained by using Oracle (Table 6) are less
than those obtained using the window based compression
technique with window sizes larger than 16 for input candi-
date lists with 10,000 and 20,000 drug candidates (columns
6 and 7 of Table 7). However, all the throughputs for ran-
dom drug candidate lists are less than those in Table 6. This
difference in behavior is due to the spatial locality of data in
the case of consecutive drug candidates (i.e., sequential ac-

cess to the database) and the lack of spatial locality of data
in the case of random drug candidates. The lower through-
put in the random access to the window-based compressed
database can be mostly attributed to the use of indexes in
the Oracle database. One factor that is not accounted for in
this comparison is the time Oracle takes to parse and opti-
mize the query. Including this time in the query execution
time for Oracle puts the Oracle application at a slight dis-
advantage.

For the database compressed using window-based com-
pression, the throughputs for the consecutive candidate list
are on average three times higher than that of the random
candidate list. This result can be explained by the fact
that the consecutive candidate list contains drug candidates
that are located one after the other in the drug candidate
database (spatial locality). Thus, when the first record is
identified, the remaining records follow. In the case of
the random drug candidate list, the drug candidate numbers
are scattered over the entire drug candidate database. The
throughput for the random drug candidate list can be im-
proved through the use of an index that points to the start
of each window. This approach is discussed in the next
subsection.

Table 7 shows that the throughputs increase steadily with
an increase in window size. This improvement in through-
put tapers off when the window size reaches 64. This be-
havior can be explained by evaluating the benefit of the
difference operation within a given window. The differ-
ence operation is performed with respect to the first tuple
in the window. Because the database is sorted, tuples that
are directly adjacent to this first tuple are very similar to
it. Whereas, there are fewer similarities between the tuples
that are at the end of the window and the first tuple. This
is particularly true for windows with large sizes, which ex-
plains the lack of steady improvement for window sizes
greater than 64.

5.3.2 Indexed Database

In order to improve the throughput, in particular for ran-
dom candidate lists, an index is added to the compressed
database. Different types of indexes have been tradition-
ally used in databases. These indexes include hash tables,
B-tree (33), and Bitmap index (24). There are several other
index structures for documents and images which are de-
scribed in (38). This paper uses a one level linear index
structure which consists of two columns: aprimary keyand
anoffset. The intent of this simple index is to demonstrate
the use and potential impact of indexing on compressed
databases. The offset is the relative address of the win-
dow in the data file. Each descriptor program in the drug
candidate database is associated with two files, one for the
data and one for the index.

In order to perform the query necessary to validate the
computational model, the record corresponding to a given
drug candidate from the input drug candidate list specified
by the scientist is first located in the index file. Using the
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relative address of the window containing this drug candi-
date, the corresponding window is decompressed in mem-
ory and the target descriptor values are retrieved. Table
8 shows the throughputs of this query for the compressed
and indexed drug candidate database. For comparison pur-
poses, the last row of this table shows the throughput for
the case where the database is indexed but not compressed.

Window Random drug candidate list
Size 5,000 10,000 20,000

1 2.24 4.35 8.05
4 6.04 11.55 20.56
8 8.48 15.75 27.31
16 10.40 19.42 32.18
32 11.51 21.19 34.26
64 12.07 21.76 34.34
128 11.97 21.09 32.55

Variable 68.54 82.59 93.20
Uncompressed 20.63 47.58 78.92

Window Consecutive drug candidate list
Size 5,000 10,000 20,000

1 15.96 23.37 32.44
4 42.30 56.17 66.14
8 59.17 71.49 77.38
16 73.64 82.54 86.51
32 82.57 88.46 90.21
64 88.15 91.60 91.79
128 91.69 93.44 92.82

Variable 87.22 89.70 89.64
Uncompressed 96.71 101.68 102.29

Table 8: Throughput in drug candidates per seconds for the
indexed and compressed drug candidate databases

Table 8 shows that the throughputs increase steadily as
the window size increases. Furthermore, there is no signif-
icant improvement in throughputs for window sizes greater
than 64. These two observations are similar to the ones
derived from Table 7 for the non-indexed drug candidate
database case. As in the case of Table 7, these results are
due to the decrease in similarities between tuples for large
size windows.

A comparison of tables 7 and 8 shows that indexing im-
proves random access. This improvement is highest in the
case of the variable window size with an improvement fac-
tor higher than 3. This result was expected since in a non-
indexed database, the search algorithm spends a substantial
amount of the execution time locating the windows corre-
sponding to the drug candidates from the random drug can-
didate list which are scattered across the entire database.
To a lesser extent, indexing also improves the throughput
for the consecutive drug candidate list. The improvement
factor in this case ranges between 1.2 and 2.3 (i.e., by com-
paring the last three columns of tables 7 and 8).

When indexing is used, all throughputs for the consec-
utive drug candidate list, except for window sizes are 1
and 4, are also higher than the corresponding throughputs
obtained using Oracle (Table 6). As the database is com-

pressed, more data can be retrieved from disk and placed
in memory. Thus, the compressed database exploits spa-
tial locality better. In Oracle, the index is compressed but
the data are not compressed. Therefore, more I/O time is
needed to access the data. In this comparison, the time of
query parsing and analysis in Oracle was also included in
the query execution time which puts Oracle at a slight dis-
advantage.

The variable window throughput for the random drug
candidate list is at least twice the throughput obtained with
Oracle for both regular and parallel queries (Table 6). This
is due to the combined effect of indexing and compression.
Each drug candidate number in the compressed database
has a unique entry in the index file. Thus, the query can
easily locate the requested records from the random drug
candidate list. Additionally, compression reduces the time
dedicated to I/O during the execution of the query.

The final observation that can be derived from Table 8 is
in regard to the last two rows (Variable and Uncompressed)
of the table. The variable window size has the highest
throughput for the random drug candidate lists. Further-
more, the uncompressed and indexed database (last row of
Table 8) has higher throughputs for the consecutive drug
candidate list than the compressed and indexed database
(second to last row of Table 8). This fact shows that if
the most frequent type of access to the database is sequen-
tial, then compression should not be used. Indexing is
sufficient; however, if the application requires random ac-
cess to the database, then both compression and indexing
should be used. In the case of the drug candidate database,
both sequential and random access to the database are re-
quired. Duplicating the database is not a viable solution in
a business environment because it is prone to inconsisten-
cies in the database instances. Thus, the compressed and
indexed database is the choice database implementation.
This database implementation benefits from high through-
puts for random access to records (performance gain as
high as 3 for variable size windows) with limited loss in
performance for the sequential access to records compared
to the indexed uncompressed database (performance loss
of less than 13%).

5.4 Summary

The experiments presented in this section show that the
“compress” and “gzip” techniques achieve higher compres-
sion ratios than the window-based compression. However,
they can not efficiently support random access the data
in the drug candidate database. Under the window-based
compression, large window sizes result in higher compres-
sion ratios, and the variable window size leads to the best
compression ratio and full database scan time. When in-
dexing and compression are used together, higher through-
puts are achieved for random access with limited penalty
for sequential access.
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6 Update Implementation

The results of the previous sections were presented under
the assumption that the database is read only. However,
for the drug candidate database, although infrequent, oper-
ations such as insertions, deletions, and updates are used.
One possible solution to accommodating these operations
consists of decompressing the entire database, making the
updates, compressing the database, and generating a new
index. This solution is not efficient because it is time con-
suming.

An alternative solution is a deferred update policy which
has been investigated in (13; 28; 36). The new data to be
inserted, deleted, or updated are first organized in a tempo-
rary relation, and the database is updated off-line in batch
mode. When this update approach is used, the query con-
sists of two parts: database query and temporary relation
query. The concept of deferred update has also been previ-
ously studied for client-server database systems (9) and for
distributed database systems (7). In this paper a write-back
disk buffer is used to hold the data that is associated with
pending insertions, deletions or updates.

Each tuple in the buffer has four entries: drug candidate,
descriptor number, descriptor value and flag. The flag can
have one of three values: I (insertion), D (deletion) and U
(update). The flag will be used in two cases: (1) to make
sure that the data accessed is the most recent one, (2) to
merge two tuples. The latter case occurs when there are two
tuples in the buffer with the same drug candidate number
and descriptor number. In this case the older tuple will be
discarded and the most recent one will be retained.

A dirty bit is also added to the index file. The dirty bit
is combined with the offset. Initially when the index is
created for a drug candidate number, the dirty bit for each
drug candidate is set to “+”. If an update occurs to a drug
candidate, the dirty bit of the corresponding drug candidate
will be set to “-”. When all the tuples related to a given
drug candidate are deleted from the buffer, the dirty bit of
the drug candidate will be reset to “+” in the index file. If a
new drug candidate is inserted into the buffer, a new index
tuple for this particular drug candidate is added to the index
file where its dirty bit is “-” and its offset equals to 0.

If the buffer reaches a user-defined threshold size or ex-
piration time, the data in the buffer is added to the database
and the buffer is cleared. For a compressed database using a
variable window size, all the tuples are read from the buffer
into memory. For each tuple to be inserted, the window
where the tuple will reside within the compressed database
is located. This window is decompressed and the tuple is
added to the window. The window is compressed again and
its new offset is calculated. Finally the new window is writ-
ten into the compressed database. This is accomplished by
reading ahead a few windows into memory and then incre-
mentally updating the old window. For fixed window size
compression, the algorithm is complicated because some
windows may be expanded and some may be reduced.

For the deletion of tuples, approaches similar to the ones

discussed for insertion are possible. One solution is to re-
place the tuples to be deleted with empty place holder tu-
ples so that the other windows will not be affected. The
update operation does not change the window size and thus
its implementation is trivial.

In addition to modifying the data, the index file needs to
be updated. The offset of a window has to be recalculated
if an update occurs to a given window. Furthermore, once
all the data is transferred from the buffer to the database
and the buffer is cleared, all the dirty bits in the index file
will be reset to “+”.

In Section 5, throughputs were measured with respect to
a read only database. In the remainder of this section, the
impact of adding a buffer on the throughput is investigated.
The buffer is read prior to the execution of the query. How-
ever, the time needed to read the buffer is included in the
query execution time, thus, providing a conservative eval-
uation of the gain afforded by the window-based compres-
sion technique for large databases.

Figures 2 and 3 show the throughput achieved in the
presence of varying buffer sizes when the database is com-
pressed with variable size windows. The number of tuples
in the buffer is used to quantify its size. A buffer size of
0 means that a buffer is not used. The two figures show
that the performance is sensitive to the buffer size. Larger
buffer sizes result in a lower throughput.

7 Conclusions

Using compression in a very large drug candidate database
can increase throughputs for random accesses to the
database, which in turn may lead to increased productivity
and early drug discoveries. This paper proposes a window-
based compression technique that supports high throughput
for random access while preserving competitive through-
put for sequential accesses. The proposed compression
technique takes advantage of the high level of similarity
among tuples in the drug candidate database. The through-
puts obtained with window-based compression were higher
than those obtained with Oracle using the Oracle key com-
pression approach. Compared to Oracle, the implementa-
tion environment used in this paper does not include the
overhead of query parsing and analysis. However, the ma-
jor portion of the difference in throughput can only be at-
tributed to the use of window-based compression.

Insertion, deletion and update operations are handled us-
ing a buffer that implements a deferred update policy. This
update policy was selected because it has limited overhead.
The variable size window has the highest throughput and
it is the easiest to implement particularly when insertion,
deletion and update operations are considered.

In a different study, performance enhancing techniques
for large databases were evaluated (2). These perfor-
mance enhancing techniques included indexing, parti-
tioning, window-based compression, and load balancing.
Among these techniques, window-based compression and
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Figure 2: Throughput for consecutive drug candidate lists
in the compressed and indexed database when an update
buffer is used.
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Figure 3: Throughput for random drug candidate lists in the
compressed and indexed database when an update buffer is
used.

indexing resulted in the highest increase in performance for
random access to the drug candidate database.

The impact of schema transformation (21) and database
instance scalability in the case of the drug candidate
database were also investigated (3). In particular, these
studies showed that one of the major bottleneck in random
access to the large drug candidate database is I/O. This bot-
tleneck becomes more important as the database instance
increases and persists even after an optimal schema trans-
formation is applied to the database. In this paper, it was
shown that window-based compression can reduce the ef-
fect of this bottleneck.

Future extensions of this research include evaluating the
window-based compression technique in conjunction with
other indexing and encoding methods.
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Modelling of legal acts often felt short of expectations because it didn’t take into account legal theory.
This paper proposes a different approach to modelling that is based on the theory of law. Legal theory
(structure, hierarchy and types of legal rules) is considered a fundament and then interpreted with expert
systems, high-level Petri nets and ECA rules. In particular, none of these methods alone is sufficiently
strong to capture the semantics of legal rules. Put together, they represent a powerful means to overcome
some difficulties legal modelers have encountered in the past. This paper takes into account procedural and
substantive aspects of law, as well as factual and deontic ones. Methodology is presented alongside with
notation and examples to clarify the idea.

1 Introduction

Modelers of legal procedures in the past often came from
the field of informatics and had little knowledge of legal
theory. They applied same techniques and methodologies
to legal procedures as they would to business (or indeed
any other) processes. Whereas this might work in certain
cases, it certainly comes at a price: legal procedures are
sui generisand not every legal rule can be expressed with
business process methodology. There are complexities and
peculiarities inherent to legal matter which can hardly be
modelled by means of business processes.

For one thing, legal norms contain normative (deontic)
and factual elements. Most modelers in the past focused
their work on factual elements only. They made little or no
reference to normative elements such as rights and duties.

Second, their approach was directed either at substan-
tive or procedural law, but rarely at both. Substantive law
defines contents of legal subject’s rights and duties whereas
procedural law defines procedures in which these rights and
duties can be enforced in case legal subjects do not act in
conformance with them.

Modelers dealt in the past mostly with procedural law,
which can be modelled with state machines, workflow
methods etc. Very often, one of these techniques was used
to represent procedural part of legal rules as one can in gen-
eral apply knowledge of (any kind of) processes to legal
procedures.

On the other hand, modelers have often encountered
problems with substantive legal norms. Technology of
choice for substantive legal rules are expert systems. There
are many legal expert systems shells available (such as
Wysh, ICaR etc.) but general purpose expert system shells
can be used as well. Legal rules are written in knowledge
base, usually in form of PROLOG rules.

Some of these approaches are summarized bellow. They
have been partial at least in some respect because none of
them joined all (legal) elements under one hood.

Holt and Meldman (Meldman J.A., Holt A.W. (1971),
Meldman J.A. (1978)) used Petri nets to model Federal
Rules of Civil Procedure. They modelled only procedural
rules and took into account only factual elements.

Sergot et al.(Sergot M.J., Sadri F., Kowalski R.A., Kri-
waczek F., Hammond P., Cory H.T. (1986)) used PROLOG
rules to express British Nationality Act (rules governing
acquirement of British citizenship). These are substantive
rules, but no mention is made of deontic elements (for ex-
ample, what does itmeanto be a British citizen in terms of
rights and duties).

Lee et al.(Lee R.M., Bons R.W.H., Wrigley C.D., Wa-
genaar R. W. (1995)) used special kind of high-level Petri
nets, called documentary Petri nets, to express procedu-
ral rules. Documentary Petri nets are high-level Petri nets
augmented with deontic operators expressing obligations
(duties) and rights (permissions) and special documentary
places holding documents. Thus, they came a step closer in
embedding factual and normative (deontic) contents within
procedural framework. Separately, Lee et al. (Lee R. M.,
Ryu Y.U. (1994)) also considered deontic expert systems,
with deontic operators augmented first-order logic (PRO-
LOG knowledge base), but they have not integrated it in a
single framework.

Burg and Van de Riet (Burg J.F.M., Van de Riet R.P.
(1994)) devised a modelling technique called COLOR X.
It can model procedural aspects of (deontic) rules with use
of linguistics. They went a step further in introducing lin-
guistic elements to modelling. Now, a fact is not merely
a fact but a sentence in natural language which can be
stripped down to words. Meaning of a word can be fully
interpreted as every word can have its own existence. This
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technique is object-oriented and could form basis for legal
ontology building if extended a little bit further. Technique
prescribes dynamic (CEM) as well as static (CSOM) model
of events and objects. This technique can model not just
legal domains but, because of its root in linguistics, any
domain expressed in natural language. So, COLOR X can
represent factual as well as deontic elements, but it focuses
on procedural aspects. Substantive knowledge is left out.

This paper proposes a different approach. Our mod-
els are based on legal theory. First, legal structures (le-
gal acts, legal rules, hierarchy of legal rules and acts etc.)
are taken into account and interpreted with different infor-
mation technologies and notations. High-level Petri nets
are used to represent procedural aspects of legal rules. Ex-
pert system knowledge base is used to represent substan-
tive legal rules. Factual elements of legal rules are mapped
to Petri net transitions and deontic elements to Petri net
places. Petri net transitions are extended with ECA rules
in order to be able to express factual and deontic pre- and
post-conditions.

2 Legal Rules

2.1 Structure of Legal Rules

Legal rules are composed of three (optionally four) compo-
nents: the norm addressee (norm subject), deontic modal-
ity, object of a norm (contents) and optionally norm
conditions (Kralingen van R. (1997),Breuker J.,Valente
A.,Winkels R. (1997),Visser P.R.S.,Bench-Capon J.M.
(1997)).

Norm addressee is a subject addressed by the norm. Usu-
ally certain act or behavior is required from him.

There are two principle deontic modalities: obligation
O and permissionP which correspond to legal duties and
legal rights. Every norm either prescribes or permits some
behavior.

Object or theme of a norm is an act or behavior required
from or allowed to norm subjects. Object of a norm is
norm’s contents. It prescribes what is allowed to do and
what should be done.

Condition of a norm is norm’s hypothesis. It describes
state of affairs which must be satisfied in order for the norm
to apply. Some norms have conditional part, some don’t.
Those that don’t are unconditional. Conditional norms turn
into unconditional ones once the condition is fulfilled.

We can write this succintly as:

F1(X) ⇒ P (F2(X)) (1)

where:

– X is norm subject

– F1(X) is norm condition

– P (. . .) is deontic modality and

– F2(X) is object of a norm

If we take a closer look, we discover that there is a differ-
ence between norm’s condition and norm’s consequence.
Norm’s condition isalwayssome state of affairs (legally
relevant state of the world) and norm’s consequence isal-
wayssome deontic modality (defined on yet another, pre-
scribed state of affairs), either obligation or permission.

2.2 States of Affairs

States of affairs are important elements of legal rules. They
define legally relevant states of the world, i.e. states of the
world that are of interest to legal order.

Legal rules feature states of affairs in both conditional
and prescriptive part. States of affairs describe under which
circumstances legal rules are applicable (rule condition)
and what behavior is required or allowed. We can find them
both in

F1(X) (2)

and in

P (F2(X)) (3)

States of affairs are often subject to different methods of
legal exegesis.

2.3 Rights and Duties

Rights and duties (permissions and obligations) form pre-
scriptive part of legal rules. They are deontic modalities
and they cannot stand alone. They come in two flavors:O
andP and they arealwaysdefined on some state of affairs.

O(F1(X)) (4)

P (F2(X)) (5)

In the first case (equation 4) person X is required to bring
about state of affairsF1.

In the second case (equation 5) person X is allowed to
bring about state of affairsF1.

Rights and duties can be of two types:ought-to-doand
ought-to-be(tun-sollenandsein-sollen). Ought-to-do op-
erators have subjects that they address whereas ought-to-be
don’t. This paper will deal only with first type operators.

2.4 Formal notation

So far, all components of legal rules have been formally
defined . But rules are often interconnected. If legal rule is
not obeyed there is usually another one that specifies what
legal order should do in order to preserve rule conformity.
This rule is called sanction.

This can be written as:

hypothesis ⇒ duty (6)

secundary hypothesis ⇒ secundary duty (7)
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or, in common terms as:

hypothesis ⇒ duty (8)

duty ∧ violation of duty ⇒ sanction (9)

On general, if one denotes state of affairs with F(factual)
and normative contents with N, one gets the following
structure of legal rules:

F1 ⇒ N1

N1 ∧ F2 ⇒ N2

N2 ∧ F3 ⇒ N3 (10)

Keyword here is structure. Legal rules don’t stand alone.
They are intertwined with each other in legal order. One
rule’s consequence may be another one’s condition. If all
rules from one legal system are put together in this manner,
we obtainlegal orderin force.

Notice here the strict alternation of factual and deontic
elements. According to legal theory, legal rules can have
factual antecedent and factual consequence (e.g. legal defi-
nition) or even deontic antecedent and deontic consequence
(another legal definition, e.g.: having one right means that
you have another one, too). But legal rules can never have
deontic antecedent and factual consequence (what should
be is not the case by mere fact that it should be).

If we use our previous notation, we can now write legal
order as:

F1(X) ⇒ P (F2(X))
P (F2(X)) ∧ F2(X) ⇒ O(F3(X))

O(F3(X)) ∧ ¬F3(X) ⇒ O(F4(X))
... (11)

2.5 Types of Legal Rules

2.5.1 Substantive vs. Procedural Rules

Substantive rules express contents of rights and duties that
address legal subjects. They prescribe how legal subjects
are to act in order to achieve desired results and what dif-
ferent states of affairs imply in terms of normative conse-
quences.

Procedural rules, on the other hand, express procedural
aspects of law enforcement. They prescribe procedures in
which substantive rules can be enforced. Procedural rules
govern legal processes such as criminal procedure and civil
procedure which seek to remedy breaches (civil law) and
crimes (penal law) committed by subjects of legal norms.

2.5.2 Legal Rules vs. Legal Definitions

Legal rules prescribe behavior that is required from norm
addressees. Legal rules have conditional part and pre-
scribed part. Conditional part contains description of states

of affairs to which norm applies. Consequential part pre-
scribes deontic modality (right,duty) and act, which is to
be (duty) or is allowed to be (right) performed by the norm
subject. Unconditional legal rules contains only second
part. It is of constitutive importance for legal rules to con-
tain normative (deontic) contents.

F ⇒ N (12)

Legal definitions, by contrast, do not prescribe any be-
havior but rather define some legal term. Legal defini-
tions do not contain hypothetical (conditional) part which
would describe when to apply the norm, nor do they con-
tain normative elements which would say what behavior
is required. Rather, legal definitions apply to legal terms
themselves (not states of affairs) and further clarify their
meaning (e.g. somebody falling under provisions of cer-
tain law means that . . . ).

F ⇔ F1 ∧ . . . Fn (13)

Legal definitions can apply to legal terms which con-
tain states of affairs and legal terms which contain deontic
modalities.

2.5.3 Rules of Conduct vs. Rules of Competence

There is an important difference between rules of conduct,
which describe what is permitted to do or must be done
by the norm addressees in terms of factual behavior and
rules of competence which describe what powers (liabil-
ities) norm subjects have in respect to creating new legal
rules.

Most rules are rules of conduct. They prescribe required
behavior from norm subjects.

Rules of competence, on the other hand, empower or
oblige norm subjects to create new legal rules. A legal
subject can be empowered to create new normative con-
tents (rights and duties, e.g. legislator who passes laws or
contractor who creates new obligations). Legal subject can
also be obliged to create new rules (e.g. if you apply for
citizenship, under some conditions, public administration
office has to issue it)(Allen L.E. (1997)).

2.5.4 Monotonic vs. Nonmonotonic Rules

Monotonicity is defined with respect to temporal aspects of
legal rules.

Monotonic rules are those that hold regardless of the
event (events) that triggered them (e.g. once somebody is
dead, his heirs are entitled to heritage).

Nonmonotonic rules are those, whose validity constantly
depends on validity of the triggering conditions (e.g. when
you get sick you can apply for remedies from your health
care insurance policy, but you have no right to do so while
healthy).

Monotonicity of rules has to do with repeatability of
norm’s conditional part. If states of affairs that describe
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conditional part can vary over time, then we have non-
monotonic rule. If, on contrary, it is a one-time event, then
we have monotonic rule.

The same applies for truth values of legal definitions.
Nonmonotonic conditions can hold over intervals of time
and change (e.g. marital status can change several times in
one’s lifetime).

Some procedural rules are typically monotonic while
some substantive rules are typically nonomonotonic.

3 Expert Systems

Expert systems contain expert system shell and knowledge
base. Knowledge base is used as an input to inference
mechanism, which resides in expert system shell and in-
fers consequences. Knowledge base can be expressed in
PROLOG in form of Horn clauses (clauses with implicit
existential quantifier)(Bratko I. (2001)):

Φ : −Ψ1, . . . , Ψn (14)

Φ : −Ψ1; . . . ; Ψn (15)

These PROLOG clauses can be conveniently expressed
in more familiar form:

Φ ⇐ Ψ1 ∧ . . . ∧Ψn (16)

Φ ⇐ Ψ1 ∨ . . . ∨Ψn (17)

Expert systems lend themselves to express nonmono-
tonic rules (rules whose truth values change over time be-
cause of changing states of affairs). Expert system can be
interrogated by user in every moment about truth values of
consequences of rules in knowledge base. If rule’s condi-
tions are satisfied, system infers its consequences.

Expert systems have been mostly used in substantitve
law. They can be used in legal definitions:

F ⇔ F1 ∧ · · ·Fn (18)

where:

– F is complex state of affairs

– F1, . . . , Fn are elementary states of affairs

and in legal rules as well:

N ⇐ F1 ∧ · · ·Fn (19)

where:

– N is norm object (of normative type)

– F1, . . . , Fn are norm conditions (of factual type)

For the most part, this paper will refer to expert sys-
tems’ knowledge base for expressing factual elements of
legal rules (states of affairs). Although deontic elements
could be expressed as well (and sometimes they will be), it
is probably better to have a clear delineation on the level of
implementation between states of affairs and their deontic
consequences. Deontic consequences will be expressed by
means of places in Petri Nets.

4 ECA Rules

ECA rules have general form (Dittrich K.R., Gatziu S.
(1993)):

on<event>
if <condition>
do<action>

ECA rules stem from active database community and
are today most widely used in active database research and
event-driven programming.

Event detector detects events, checks whether conditions
hold and if they do, fires corresponding action.

Events in ECA rules can be of simple and composite
types; composite types can be, for example, expressed with
rules in knowledge base. The same holds for conditions
which are typically expressed as boolean combination of
simple conditions read from some database (or knowledge
base). ECA rules can thus be easily integrated with expert
system’s knowledge base.

ECA rules will be used to express various elements of
states of affairs. States of affairs typically contain either
some state or event or both. Event part of ECA rules will
be used to specify events of some complex state of affairs
and condition part of ECA rules will be used to express
some static state of affairs. Example will clarify this:

If somebody wants to enter into a contract, he must per-
form some action (e.g. sign a contract). But in order for the
contract to be valid, contactor must have competence to en-
ter into it. Competence to sign a contract is static part and
signing a contract active part of the state of affairs which
must be fulfilled in order for the contract to be valid. Thus,
we map signing a contract into event part and legal compe-
tence into condition part of ECA rule. Both should be there
if the event is to trigger some consequences. Note that this
paragraph doesn’t deal with deontic consequences of these
acts, which is left for later when Petri nets are considered).

Finally, the action part (which is optional) may express
some change in the state of affairs (for example, if you
marry someone, your marital status changes to married).

4.1 Events

Events can be primitive or composite events. Composite
events are made up of primitive ones with the use of op-
erators (disjunction, sequence,conjunction,periodicity) of
event algebra (Gatziu S. (1993),Chakravarthy S., Mishra
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D. (1991)) . Event algebra itself could be specified with
Petri nets or with rules in knowledge base (boolean opera-
tors plus attribute for time). This paper implements it with
knowledge base in order to have expert systems cover all
factual elements.

4.2 Conditions

Conditions express conditions which must hold in order
for the event to fire. Conditions can be any combination
of first-order predicate logic statements. They are imple-
mented with expert systems, as well.

4.3 Actions

Actions are an optional part of an ECA rule in our interpre-
tation. They can express an update or change in the state of
affairs. Actions always refer to state of affairs (matters of
fact), never to deontic modalities (rights and duties). Petri
net markings take care of the latter.

5 High-level Petri Nets

A HLP-net is a structure HLPN =
(P ; T ; CT ; C;Pre; Post;M0) (Billington J. (1997))
where:

– P is a finite set of elements called Places,

– T is a finite set of elements called Transitions, which
are disjoint from P(P ∩ T = ∅),

– CT = {N,F} is a non-empty finite set of types (of
places and transitions), where N denotes normative
type and F denotes factual type

– C C : P ∪ T → CT is a function used to type places
and determine transition modes, such thatC(P ) =
N,C(T ) = F ,

– Pre is a pre mappingPre(p,t) : C(t) → N |C(p)|,

– Post ia s post mappingPost(p,t) : C(t) → N |C(p)|,

– M0 is an initial marking of the net.

HLPN lend themselves to express procedural law.
They can be data(place) or transition driven. Data driven

Petri nets fire transition whenever its preconditions are met
(all input places contain tokens). Event driven Petri nets
fire transition whenever its preconditions are metandevent
associated with it has occured.

Event driven Petri nets will be used in this paper because
states of affairs will be mapped to events in Petri net tran-
sitions.

Petri nets are most appropriate for procedural rules
(which contain implicit timeline). Sometimes they can be
used for substantive rules as well.

They are also appropriate for monotonic rules, i.e. rules
which don’t change their truth values over time. Their truth

space is monotonically increasing (once you file a com-
plaint it will always be that you have filed it)

Petri net places and transitions are interpreted as follows.

5.1 Places

Places hold deontic contents (rights, duties). They are the
only elements in whole structure that do so. Rights and du-
ties are not expressed within knowledge base in this paper.
Rather, they are all gathered at one place (consider imple-
mentation issues).

5.2 Transitions

Transitions hold events and are always of factual nature.
They contain events that change rights and duties. In accor-
dance with Petri net semantics, whenever event fires and its
preconditions hold, postcondition hold after the event and
preconditions stop to hold (e.g. if you have certain right
and choose to exercise it, you lose that right (precondition)
and possibly get another one (postcondition).

Transition events can be simple, composite or empty.
Composite events are made up of simple events. Some-
times transitions can synchronize: if one fires, the others
fire, too. This happens if one event is mapped onto many
transitions.

Transitions in HLPN can fire in different modes. Some
priority function must be defined over modes, just as some
priority function must be defined over ordinary transitions
if they happen to be enabled at the same time. We say that
they are in conflict.

5.3 Step Semantics

Step semantics determines in detail what effect firing
of a transition has. It prescribes detailed sequence of
steps taken by the system in order to arrive at desired
state (determination of enabled transitions and modes,
retrieval of relevant data, updates to net marking,etc.)

Check which transitions are enabled in what
modes. For each transition and for each mode do:

1. resolve mode and transition priority

2. check whether transition contains event or
null event

(a) if it contains event, check whether event
has happened and if so: fire

(b) if it contains null event: fire

3. withdraw tokens from appropriate input
places

4. put tokens into appropriate output places
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6 Petri Nets, Expert Systems and
ECA Rules Integrated

Now we can make use of all three components in one in-
tegrated structure. HLPN will be taken as a starting point.
Then, ECA rules will be mapped onto transitions, making
them event/condition/action transitions. Event, condition
and action parts of ECA rules will be furthermore mapped
into expert system knowledge base rules that will be pro-
cessed via expert system’s shell inference mechanism. This
will enable the expression of complex events, conditions
and actions.

A HLP-net is a structure HLPN =
(P ; T ; CT ; C;Pre; Post;M0) where

– P is a finite set of elements called Places

– T is a finite set of elements called Transitions disjoint
from P(P ∩ T = ∅)

– CT = {N,F} is a non-empty finite set of types (of
places and transitions), where N denotes normative
type and F denotes factual type

– Γ is a mappingΓ : T → {E, Co, A}
– C C : P ∪ E ∪ Co ∪ A → CT is a function

used to type places and transitions such thatC(P ) =
N,C(E), C(Co), C(A) = F

– Pre is a pre mappingPre(p,t) : C(t) → N |C(p)|

– Post ia s post mappingPost(p,t) : C(t) → N |C(p)|

– M0 is an initial marking of the net

– ∆ is a mapping∆ : E → Φ : −Φ1, . . . , Φn

– Λ is a mappingΛ : C → Ψ : −Ψ1, . . . , Ψn

– Σ is a mappingΣ : A → Ω : −Ω1, . . . , Ωn

High-level Petri net defines the global structure of the
legal model. It contains places and transition. Places are
of two (deontic) types: rights P and duties O. Transitions
can fire in different modes and they contain states of affairs.
Just as places and transitions strictly alternate in Petri net,
so do factual and deontic elements in legal order. States of
affairs trigger normative contents (rights and duties). It is
nevervice versa

Transitions represent states of affair. States of affair can
be simple or composite. They can also be proper states or
events.

This semantics is captured by ECA rules. Events part
represent (potentially composite) active components of
states of affairs and conditions represent (potentially com-
posite) proper states of affairs. Action part permits rules to
issue actions such as update on states of affairs.

Transitions are mapped to ECA rules, which are triples
{E, Co, A}. All members of triple are of factual type.
They contain events that trigger the transition, conditions

which implement guard function as to when transition is
allowed to fire and action which can be set off as a conse-
quence of firing of transition.

Composition of events, conditions and actions in ECA
rule is done by means of expert system rules.

Composite event can be described in usual knowledge
base manner. Composite event name is head of the knowl-
edge base rule, simple events which constitute composite
events are its tail, coupled with corresponding boolean op-
erators.

The same goes for conditions. Conditions are rules in
knowledge base. Rule name (condition name) is head of
the rule and represents consequence, whereas tail contains
simple conditions.

Each time that system has to check whether certain event
or condition is fulfilled (for example in order to fire a
transition, the system asks user whether this or that has
happened), it calls expert system knowledge base. Each
ECA rule contains rule head, which is matched against rule
head in knowledge base. Head is than expanded with rule
body (tail) which in turn contains heads of other rules in
knowledge base. This process continues iteratively until
list contains only elementary facts that can be matched ei-
ther against present knowledge base or (in case of absence)
required from the user.

After all required elementary facts have been retrieved,
rule can be evaluated to be either true or false (alternatively
we could have any type of function, not just booleans,
which would operate on supplied data). If both event part
is true (composite event has happened) and condition part
is true (required conditions hold), the transition can fire.

Firing a transition means subtracting tokens from its in-
put places and putting them in its output places. This can be
done after the event and when the condition part has been
evaluated to be true. Also, at the same time, action part of
ECA rule fires.

In legal semantics presented in this paper firing of tran-
sition means, that a legal event has happened (e.g. a per-
son has committed an act), with all its normative precondi-
tions (places) present (e.g. right of a person to commit that
act) and with all its factual conditions present (e.g. per-
son’s competence to commit that act). Consequences are
twofold: normative and factual. Normative consequences
are new rights and duties which result out of act of a person
committing that act (e.g. contractual obligations arise from
signing the contract). Sometimes factual consequences
arise as well (e.g. date of the contract is set). Normative
consequences are represented by tokens in PN places, fac-
tual consequences are written as facts in knowledge base.

Thus, this methodology delimits very neatly the norma-
tive and factual contents of legal acts. Deontic elements
all lie in PN places, while factual elements are all stored in
knowledge base and are invoked via ECA rules from PN
transitions.
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Figure 1: Mappings

6.1 Step Semantics

Step semantics can be now defined anew. Transitions are
mapped to ECA rules and these are in turn mapped to ex-
pert system queries. Step semantics has to take into ac-
count possible composite nature of events, conditions and
actions.

Check which transitions are enabled in what modes.For
each transition and for each mode do:

1. resolve mode and transition priority

2. check whether transition contains simple event, com-
plex event or null event

(a) if it contains simple event, check whether event
has happened and if so go to the condition part

(b) if it contains complex event call ES inference
machine

i. infer simple events from a complex one

ii. for each simple event:check it against the
database or ask user

iii. evaluate truth function of a complex event;
if it evaluates to true:go to the condition
part

(c) if it contains null event: go to the condition part

3. check whether condition is simple, complex or empty

(a) if the condition is simple and is satisfied: fire

(b) if the condition is complex than call ES infer-
ence machine

i. infer simple conditions from a complex
one

ii. for each simple condition: check it against
the database or ask user

iii. evaluate truth function of complex condi-
tion; if it evaluates to true:fire

(c) if the condition is empty:fire

4. withdraw tokens from appropriate input places

5. put tokens into appropriate output places

6. set off appropriate action from action part of ECA rule

7 Examples

A real world example can now be presented that is based
on this model. We will take first few chapters of Federal
Rules of Civil Procedure and try to express them in our
model. We take this example because it requires modelling
of both procedural and substantive law. Also, these rules
have already been modelled in (Meldman J.A., Holt A.W.
(1971) and Meldman J.A. (1978)).

Procedure begins with plaintiff filing a complaint.
Rule 3 Commencement of action A civil action is com-

menced by filling a complaint with the court
Then, court issues summons.
Rule 4 Process Upon filing of the complaint the clerk

shall forthwith issue a summons and deliver it for service
to the marshal or to a person specially appointed to serve
it.

Many events have been collected under one umbrella
here: issue summons, deliver summons, and serve defen-
dant with summons. System calls knowledge base and re-
trieves body ofsummonrule, which consists of three sim-
ple events: issue summons, deliver summons, serve the de-
fendant. System matches these events with those written
in the knowledge base and eventually asks user about them
(is it the case that ...). Note that this is the event part of the
ECA rule. Condition part is empty (null). We also have ac-
tion part here, which sets latest respond time within which
defendant must answer or else be confronted with default
judgement.

As a consequence of this, defendant now has the right to
answer with pleading, counterclaim, motion or default.

Rule 7 Pleadings allowed There shall be a complaint and
an answer;[which may or may not contain a counterclaim,
and a reply to a counterclaim.] No other pleadings shall
be allowed...

Rule 12 Defenses: by pleading or motion A defendant
shall serve his answer within 20 days after the service of
the summons and complaint upon him...

Rule 55 Default When a party against whom a judgment
for affirmative relief is sought has failed to plead or oth-
erwise defend as provided by these rules...the clerk shall
enter his default.
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defendant defaults (no
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Figure 2: Civil Procedure

If he chooses to plead, court proceeds with action. If
he responds with counterclaim, court then serves plaintiff
with counterclaim. If he defaults (doesn’t answer in latest
respond time,which the system has set before), court issues
default judgement against him.

If he answers with motion, everything depends on valid-
ity of reasons for motion.

Rule 12b ... Every defense, in law or fact, to a claim for
relief in any pleading, whether a claim, or counterclaim,...
shall be asserted in the responsive pleading thereto... ex-
cept that the following defenses may at the option of the
pleader be made by motion: (1) lack of jurisdiction over the
subject matter, (2) lack of jurisdiction over the person, (3)
improper venue, (4) insufficiency of service of process, (6)
failure to state a claim upon which relief can be granted...

These are conditions. System searches the knowledge
base forvalid reasons for motionand retrieves: lack of
jurisdiction over subject matter, lack of jurisdiction over
persons, improper venue, insufficiency of process, insuffi-
ciency of service of process, failure to state a claim upon
which relief can be granted. Any of these reasons (condi-
tions) make court dismiss action. If none of them is satis-
fied, court dismisses motion.

Here, the procedure goes on, of course. Model could be
extended further, but we stop here because it serves demon-
stration purposes.

8 Conclusions

This paper has shown how high-level Petri nets, expert sys-
tems and ECA rules can be combined to represent seman-
tics of legal rules. Different aspects of legal rules can be
covered: factual, deontic, procedural and substantive. All
of these are put into one picture.

Purpose of this paper is to show how semantics of legal
rules can be mapped to different technologies and notations
and how they can work together. This methodology has
been applied to a few examples. Federal Rules of Civil
Procedure, presented in this paper, is one of them. Both
factual and deontic, procedural and substantive rules were
covered in it.

Model could be extended further; one obvious way is
to include linguistic elements as a micro structure (macro
structure being Petri net). For example, if one wants to
operate with finer elements than rights and duties (com-
ponents like norm subjects, norm objects, prescribed be-
haviors) they must be interpreted individually. One way of
doing this is by parsing text of legal rule and obtaining in-
dividual words or atoms like legal subjects, legal objects
etc.). Then, not only facts, but single words also, could be
subjects of queries and rules of expert systems (e.g. what
is the meaning of worddue in legal expressiondue dilli-
gence?).

Also, model could be made executable. A mapping
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could be defined from the model to some programming lan-
guage data types or DB schema. Models would than be mi-
grated to this platform. Of course, a lot of implementation
issues would have to be solved. Linguistics, again, could
be of great help in determining atoms of such model.

Time aspects have only been very briefly touched in this
paper. Since time is ubiquitous in information systems,
model should be augmented with it. One way to do this
is with Time or Timed Petri nets, where time is attributed
to places or transitions or both.

Petri nets themselves could be replaced by more flexi-
ble structures. Petri nets semantics require strict alternation
of transitions and places. Some real-world legal situations
may escape this logic and we may very well find ourselves
in need of a more flexible semantics.
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directly involved in the implementation of the acquis communautaire and in the field of 
education and research.  
 
Aims of the conference: 
• to discuss current legal and other issues related to the legal framework for education and 

research within the European Union 
• to discuss creation and use of knowledge in Europe and its interconnectedness with the 

labour market after the admission of new EU member states 
• to present case studies and analyses from different national contexts that raise questions 

about management of organisations and their focus on investments into knowledge 
• to provoke and indicate changes of the integration process in education and research areas 
 
Topics of the conference: 
• Staff recruiting and development 

• international comparisons of legal and legislative issues 
• national examples of “good practice” 
• national approaches to staff development in organisations 
• transition and post-transition period  as reflected in recruitment and staff development 

• Education and research 
• legal issues 
• approaches to a common education and research area 
• management of education and research institutions 
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• integration processes in education and research for countries in transition 
• Creation and use of knowledge 

• use of management knowledge 
• staff and creatibility 
• organisation structures that enable knowledge transfer, creation and use creation of 

knowledge 
• creation of knowledge and culture and its use in education and research approaches 

and dilemmas 
• action research in management as a means of creating and using knowledge  

• Countries in transition 
• emerging issues in labour market 
• political changes in relation to policy making process 

 
We kindly invite participants to submit abstracts for papers, round-table discussions, poster 
sessions by July 1, 2003 electronically to e-mail address: conference@fm-kp.si.  For submission 
forms please visit our web site: http://www.fm-kp.si  
 
The Programme Board will inform authors about acceptances by July 15, 2003 the latest. The 
conference proceedings will be published after the conference.  
Selected papers will be considered for the international journal Managing Global Transitions, 
which is published by The Faculty of Management Koper. Articles in magazine are peer 
reviewed. 
 
Final papers are expected  by October 1, 2003 by e-mail address: conference@fm-kp.si 
 
 
        Programme Board 
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JOŽEF STEFAN INSTITUTE

Jožef Stefan (1835-1893) was one of the most prominent
physicists of the 19th century. Born to Slovene parents,
he obtained his Ph.D. at Vienna University, where he was
later Director of the Physics Institute, Vice-President of the
Vienna Academy of Sciences and a member of several sci-
entific institutions in Europe. Stefan explored many areas
in hydrodynamics, optics, acoustics, electricity, magnetism
and the kinetic theory of gases. Among other things, he
originated the law that the total radiation from a black
body is proportional to the 4th power of its absolute tem-
perature, known as the Stefan–Boltzmann law.

The Jožef Stefan Institute (JSI) is the leading indepen-
dent scientific research institution in Slovenia, covering a
broad spectrum of fundamental and applied research in the
fields of physics, chemistry and biochemistry, electronics
and information science, nuclear science technology, en-
ergy research and environmental science.

The Jožef Stefan Institute (JSI) is a research organisation
for pure and applied research in the natural sciences and
technology. Both are closely interconnected in research de-
partments composed of different task teams. Emphasis in
basic research is given to the development and education of
young scientists, while applied research and development
serve for the transfer of advanced knowledge, contributing
to the development of the national economy and society in
general.

At present the Institute, with a total of about 700 staff,
has 500 researchers, about 250 of whom are postgraduates,
over 200 of whom have doctorates (Ph.D.), and around
150 of whom have permanent professorships or temporary
teaching assignments at the Universities.

In view of its activities and status, the JSI plays the role
of a national institute, complementing the role of the uni-
versities and bridging the gap between basic science and
applications.

Research at the JSI includes the following major fields:
physics; chemistry; electronics, informatics and computer
sciences; biochemistry; ecology; reactor technology; ap-
plied mathematics. Most of the activities are more or
less closely connected to information sciences, in particu-
lar computer sciences, artificial intelligence, language and
speech technologies, computer-aided design, computer ar-
chitectures, biocybernetics and robotics, computer automa-
tion and control, professional electronics, digital communi-
cations and networks, and applied mathematics.

The Institute is located in Ljubljana, the capital of the in-
dependent state of Slovenia (or S♥nia). The capital today
is considered a crossroad between East, West and Mediter-

ranean Europe, offering excellent productive capabilities
and solid business opportunities, with strong international
connections. Ljubljana is connected to important centers
such as Prague, Budapest, Vienna, Zagreb, Milan, Rome,
Monaco, Nice, Bern and Munich, all within a radius of 600
km.

In the last year on the site of the Jožef Stefan Institute,
the Technology park “Ljubljana” has been proposed as part
of the national strategy for technological development to
foster synergies between research and industry, to promote
joint ventures between university bodies, research institutes
and innovative industry, to act as an incubator for high-tech
initiatives and to accelerate the development cycle of inno-
vative products.

At the present time, part of the Institute is being reor-
ganized into several high-tech units supported by and con-
nected within the Technology park at the Jožef Stefan In-
stitute, established as the beginning of a regional Technol-
ogy park “Ljubljana”. The project is being developed at
a particularly historical moment, characterized by the pro-
cess of state reorganisation, privatisation and private ini-
tiative. The national Technology Park will take the form
of a shareholding company and will host an independent
venture-capital institution.

The promoters and operational entities of the project are
the Republic of Slovenia, Ministry of Science and Tech-
nology and the Jožef Stefan Institute. The framework of
the operation also includes the University of Ljubljana, the
National Institute of Chemistry, the Institute for Electron-
ics and Vacuum Technology and the Institute for Materials
and Construction Research among others. In addition, the
project is supported by the Ministry of Economic Relations
and Development, the National Chamber of Economy and
the City of Ljubljana.

Jožef Stefan Institute
Jamova 39, 1000 Ljubljana, Slovenia
Tel.:+386 1 4773 900, Fax.:+386 1 219 385
Tlx.:31 296 JOSTIN SI
WWW: http://www.ijs.si
E-mail: matjaz.gams@ijs.si
Contact person for the Park: Iztok Lesjak, M.Sc.
Public relations: Natalija Polenec
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Preckshot, Dejan Rakovič, Cveta Razdevšek Pučko, Ke Qiu, Michael Quinn, Gerald Quirchmayer, Vojislav D.
Radonjic, Luc de Raedt, Ewaryst Rafajlowicz, N. Raja, Sita Ramakrishnan, Kai Rannenberg, Wolf Rauch, Peter
Rechenberg, Felix Redmill, James Edward Ries, David Robertson, Marko Robnik, Colette Rolland, Wilhelm
Rossak, Ingrid Russel, A.S.M. Sajeev, Kimmo Salmenjoki, Pierangela Samarati, Bo Sanden, P. G. Sarang, Vivek
Sarin, Iztok Savnik, Ichiro Satoh, Walter Schempp, Wolfgang Schreiner, Guenter Schmidt, Heinz Schmidt, Dennis
Sewer, Zhongzhi Shi, Mária Smolárová, Carine Souveyet, William Spears, V. Sriram, Hartmut Stadtler, Olivero
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