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In today's social environment, person-job matching is of significant importance for enhancing employee 

satisfaction, reducing turnover rate and improving organizational performance. However, traditional job 

matching methods rely on manual assessment and questionnaire surveys, which not only consume a lot of 

time and energy, but are also susceptible to the influence of subjective factors, resulting in a significant 

reduction in the accuracy of the assessment results. To overcome these challenges, this study constructed 

a job matching prediction model using EfficientNet. Train human resource data in the designed model to 

obtain feature representations for each individual. Input the obtained features and combine them with 

personnel job matching to predict each person's performance in a specific position. The results indicate 

that the proposed model has an accuracy of 86.8% and a loss value of 0.413. By adaptively adjusting the 

network structure and parameters, the model significantly improves its performance while keeping its size 

constant. The study shows that the model improves the accuracy and efficiency of person-job matching, 

which has important research and application value for modern organizational management. 

Povzetek: Razvita je bila napovedna metoda, ki temelji na modelu EfficientNet za ujemanje posameznikov 

z delovnimi mesti. Model omogoča optimizacijo upravljanja človeških virov in organizacijske 

produktivnosti. 

 

1   Introduction 
Human resource management, is one of the key aspects of 

enterprise operation. However, with the expansion of 

enterprise scale and the increase of data volume, the 

traditional method of matching people and jobs can no 

longer meet the needs of modern enterprises due to its 

inefficiency and the shortcomings of being highly 

influenced by subjective factors [1-2]. This motivates the 

search for a more efficient and accurate job matching 

method. The development of artificial intelligence (AI) 

technology brings new possibilities to solve this problem. 

In the contemporary era of rapid technological 

advancement, AI and machine learning are possessing an 

eseential influence on numerous fields. One such area of 

interest is the prediction of match scores between 

individuals and jobs in various job roles, a process that is 

critical for effective human resource management. The 

ability to accurately predict compatibility between 

individuals and job roles can greatly improve 

organizational performance and efficiency [3-5]. For this 

reason, deep learning models, especially the EfficientNet 

model, have attracted much attention. Despite its many 

advantages, the application of EfficientNet in the field of 

human resources, especially in the prediction of person-

job compatibility scores, has not been fully explored. 

Therefore, the study proposes a deep learning-based HR 

prediction model and analyzes it in detail on different  

 

types of human resources. The study aims to fill this gap 

and predict individual-job fit scores by utilizing the 

EfficientNet model and focuses on using the model to 

analyze the various factors affecting the compatibility of 

individuals with job roles. The model will be trained and 

tested using a comprehensive dataset and its performance 

will be evaluated based on accuracy, precision and recall. 

The innovation is the first application of the EfficientNet 

model to predict individual-job compatibility scores, a 

breakthrough where previous research has relied heavily 

on traditional machine learning methods and lacked the 

ability to automatically extract high-level features. In 

contrast, EfficientNet has the amazing ability to learn 

complex patterns from data, which is expected for 

providing more exact and reliable prediction results. The 

contribution is twofold: first, it lays the foundation for the 

future application of AI in human resource management; 

and second, it provides practical tools for those who seek 

to optimize the staffing strategy within an organization. 

By accurately predicting individual-job fit scores, 

organizations can ensure that each employee is placed in 

the position that best suits his/her skills and potential, thus 

further enhancing overall productivity and operational 

efficiency. 

Therefore, this study is of great significance to both 

the academic and business communities. The research 

question addressed in the study involves determining how 
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to enhance the performance of the EfficientNet 

architecture for the purpose of improving the accuracy of 

predictions in person-job fit within the context of human 

resource management. This includes exploring ways to 

fine-tune the network’s parameters, utilizing higher 

quality datasets, and employing advanced training 

methods. The study seeks to validate whether 

EfficientNet’s superior computational efficiency, 

scalability, and image recognition accuracy can be 

effectively translated to the domain of human resource 

management for complex person-job matching tasks, 

leveraging datasets that encompass in-depth personal 

career histories, skill evaluations, and job performance 

records. The aim is to align the features identified by the 

EfficientNet model with established human resource 

management theories to ensure practical relevance and 

applicability.  

The study will be conducted in four parts: the first 

part is an overview of the EfficientNet-based matching 

methodology, the second part is the EfficientNet-based 

model for predicting and empirically investigating the 

matching value of the job measure, the third part is the 

experimental validation of the second part, and the fourth 

part is the summary of the study and points out the 

shortcomings. Comparison of research novelty, as shown 

in Table 1. 

In Table 1, the first uses traditional machine learning 

with standard datasets, achieving medium accuracy. The 

second improves on this with early deep learning models 

applied to custom company data. The current study 

innovates by employing the EfficientNet model on a 

comprehensive dataset, anticipating higher accuracy and 

reliability, marking the first use of EfficientNet in HR for 

predicting individual-job compatibility. 

2   Related works 
In modern industrial production, human-job matching is a 

key factor in improving productivity and employee 

satisfaction. EfficientNet achieves the goal of improving 

model accuracy while maintaining parameter size by 

flexibly adjusting the depth, width, and resolution of the 

network. Xu D et al. proposed a highly efficient neural 

network structure for image quality assessment, called 

FQA-Net [6]. The network effectively prevents network 

overfitting by reducing the number of parameters and 

output dimensions, effectively preventing network 

overfitting. Results on seven image databases show that 

FQA-Net outperforms other methods in terms of 

computational complexity, computational speed, and 

accuracy Krishnan G's team investigated the effect of the 

Perceived Person-Environment Matching Scale (PEMS) 

on employees' intention to leave their jobs. By analyzing 

the data of 332 employees, the results showed that Person-

Supervisor, Person-Group, Person-Organization, and 

Person-Job Matching Scales were significant predictors of 

Personal Consumption Expenditures (PCE) and PPEFS 

had an effect on employees' intention to leave [7]. Chang 

H W et al. proposed an efficient neural network structure, 

Fast Quality Assessment Network, for image quality 

prediction. Experiments proved that FQA-Net 

outperforms other image quality prediction methods in 

terms of computational complexity, speed and accuracy 

[8]. 

Zhang X and other scholars have proposed a 

systematic approach that combines life cycle cost analysis, 

benefit-cost analysis and dynamic building performance 

simulation for evaluating the economic performance of 

NZEB technologies and technical strategies. A case study 

demonstrated the effective application of this 

methodology in office buildings in the Yangtze River 

Delta region of China. Evaluating Zero Energy Buildings 

Using a Systematic Approach to Achieve Energy Savings 

and Emission Reduction [9]. Liu J et al. proposed a 

lightweight approach on the ground of an attention 

mechanism for the semantic segmentation problem. 

 

 

Table 1: Comparison of research novelty 

Study Methodology Dataset Used 
Performance 

Metrics 
Main Findings Novelty 

Previous 

Study 1 

Traditional 

Machine Learning 

Algorithms 

Standard Human 

Resources Dataset 

Accuracy, F1 

Score 

Medium-level 

job match 

prediction 

Lack of advanced 

feature extraction 

capabilities 

Previous 

Study 2 

Early Deep 

Learning Models 

Custom Company 

Data 
Precision, Recall 

Improved 

accuracy over 

machine 

learning 

algorithms 

Limited by 

shallow 

architecture 

Current 

Study 

EfficientNet 

Model 

Comprehensive 

Human Resources 

Dataset 

Accuracy, 

Precision, Recall 

Expected 

higher 

accuracy and 

reliability 

First application of 

EfficientNet in 

predicting 

compatibility 

scores for 

individuals and 

jobs in the HR 

field 
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Table 2: Summary of related work 

Author Methodologies Performance metrics 
Main 

findings 

Xu D et al. 

[6] 

FQA-Net (highly efficient neural 

network structure for image quality 

assessment) 

Computational 

complexity, speed, 

accuracy 

FQA-Net outperforms other 

methods on seven image 

databases, effectively 

preventing overfitting. 

Krishnan G 

et al. [7] 

Perceived Person-Environment 

Matching Scale (PEMS) 

Intention to leave jobs, 

PCE 

PEMS is a significant 

predictor of PCE, affecting 

employees' intention to leave. 

Chang H W 

et al. [8] 

Fast Quality Assessment Network 

(neural network structure for image 

quality prediction) 

Computational 

complexity, speed, 

accuracy 

FQA-Net outperforms other 

image quality prediction 

methods. 

Zhang X et 

al. [9] 

Systematic approach combining life 

cycle cost analysis, benefit-cost analysis, 

dynamic building performance 

simulation 

Economic 

performance of NZEB 

technologies 

Effective application in 

evaluating Zero Energy 

Buildings in the Yangtze 

River Delta region. 

Liu J et al. 

[10] 

Lightweight approach with attention 

mechanism for semantic segmentation 

Segmentation 

accuracy, runtime 

speed 

Improved segmentation 

accuracy and runtime speed in 

experiments on Cityscapes 

and Camvid datasets. 

Jia W et al. 

[11] 

Lightweight neural network (EEPNet) 

for palmprint recognition 

Recognition accuracy, 

efficiency 

EEPNet outperforms other 

methods in recognition 

performance on seven 

palmprint databases. 

Li H et al. 

[12] 

Data-driven hybrid petri net for energy 

behavior meta-modeling 

Prediction accuracy in 

energy management 

High accuracy in predicting 

energy behavior in extrusion 

and die casting processes. 

 

An efficient bottleneck residual module and an efficient 

asymmetric bottleneck residual module were designed, 

and the attention mechanism was introduced in the jump 

connection between encoder and decoder. Experiments on 

Cityscapes and Camvid datasets showcase that the model 

does well in segmentation accuracy and runtime speed, 

which improves the runtime speed and segmentation 

accuracy [10]. Jia W et al. focused on palmprint 

recognition technology and proposed a lightweight neural 

network. They designed two new loss functions and added 

five strategies for enhancing the recognition. Tests on 

seven palmprint databases showed that the recognition of 

EEPNet is better and more efficient than other methods. 

The recognition performance of palmprint recognition 

technique is improved by designing a lightweight neural 

network EEPNet [11]. Li H et al. developed a data-driven 

hybrid petri net for energy behavior meta-modeling, 

which is used to generate a virtual data space for energy 

management. The model demonstrated high accuracy in 

predicting energy behavior in applications of extrusion 

process and die casting process [12]. 

In modern industrial production, human-job 

matching is critical, and deep learning methods, especially 

EfficientNet, have demonstrated strong performance in 

areas such as human-job measure matching value 

prediction. Compared with some other prediction models, 

such as FQA-Net and PPEFS, the EfficientNet-based 

human-job measure matching value prediction model is 

superior in terms of model accuracy and computational 

complexity. Meanwhile, EfficientNet model presents its 

excellent application value in practice. Its application in 

human resource allocation and job matching can 

significantly improve task efficiency, enhance prediction 

and matching accuracy, and realize environmental 

protection goals. Therefore, the EfficientNet-based 

human-job measurement matching value prediction model 

will provide an important reference for realizing more 

efficient, precise and environmentally friendly human-job 

matching prediction. 

The summary of related work is shown in Table 2. 

3   EfficientNet-based matching value 

method for person-position 

measurements 
An EfficientNet-based person-job matching prediction 

method is used. The method includes two main steps: first, 

the human resource data are trained using EfficientNet 

model to get the feature representations of each person; 

then, these feature representations are used as inputs to 

predict the performance of each person in a specific 

position by calculating the person-job matching degree. 

 

3.1 Modeling of EfficientNet in manpower 

measurement 
EfficientNet is a neural network-based model that is 

unique in that it automatically adjusts the size and 
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complexity of the model according to the complexity of 

the task. In the study, the task of EfficientNet is to extract 

useful features from a large amount of human resource 

data, which are used to calculate the person-job match. 

EfficientNet can predict the performance of different 

people in different jobs by comparing their feature 

representations, thus achieving accurate person-job 

matching. In order to improve prediction accuracy, a 

Convolutional Neural Network (CNN) optimizer is 

introduced into the EfficientNet network. The loss 

function of the CNN Optimizer is a computational method 

used for measuring the gap between the predicted and 

actual values of a neural network. The process of neural 

network training or optimization is minimizing the loss 

function, the smaller the calculated value of the loss 

function, the closer the predicted value of the model is to 

the real value, and the more excellent the accuracy, as 

shown in Eq. (1). 

 

( )( )
2

1

1

2

n

i ii
MSE y f x

n =
= −               (1) 

 

In Eq. (1), iy  serves as the actual value, ( )if x  

serves as the predicted value, and n  serves as the quantity 

of samples. The backpropagation of gradient information 

is the key to self-learning and updating of the neural 

network algorithm. The optimized EfficientNet algorithm, 

as shown in Eq. (2). 

 

1k k g  −= −                   (2) 

 

In Eq. (2), k  is the parameter value at the current 

moment,   is the learning rate, and g  is the gradient. 

Growing the width of the network, i.e. growing the 

quantity of channels in the network, gets more features by 

increasing the number of feature layers. Increase the depth 

of the network, i.e., increase the quantity of layers in the 

network, use more layer structure for enhancing the 

performance, and utilize deeper neural network to enhance 

the feature extraction (FE) capability. Increase the 

resolution of the input network, i.e., increase the 

resolution of the input image to improve the accuracy, so 

that the features input to the network are richer and 

minimize the loss of image information. As a result, the 

tensor of the network output, as shown in Eq. (3). 

 

( )i i iY F X=                  (3) 

 

In Eq. (3), iX  is the tensor of a particular 

convolutional layer, for a deep neural network consisting 

of k  convolutional layers as shown in Eq. (4). 
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In Eq. (4), e  is the concatenated multiplication 

operation, i  is the stage number, and iF  is one operation 

operation. Scaling the model improves the accuracy of the 

network under the limits of memory and computation as 

shown in Eq. (5). 
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In Eq. (5), d , w , and r  denote the depth, width, 

and resolution after scaling, respectively. In EfficientNet, 

scaling the three dimensions at the same time with 

appropriate proportions to achieve composite optimization 

can improve the performance and classification accuracy 

of the network, reduce the computation of the model, and 

enhance the performance of the network [13-14]. Among 

them, the internal MBConv module is adopted as the core 

structure, which is the unique FE structure of EfficientNet, 

and the two-dimensional view completes the efficient FE 

in the continuous stacking of Block layers. The MBConv 

module is shown in Figure 1. 

Point by point convolution 

PointwiseConv2D(1×1)conv2D

BatchNormalization Swish

Deep convolution 

DepthwiseConv2D(k×k)

BatchNormalization Swish Global Average pooling 

Conv2D(1×1)Swish

Conv2D(1×1)Sigmoid

Point by point convolution 

PointwiseConv2D(1×1)

BatchNormalization

Dropout_connect

Imput

SE Module

× 

+ 

 

Figure 1: MBConv module. 

 

In Figure 1, a 1X1 point-by-point convolution of the 

input feature map is first performed, and the output 

channel dimension is varied in view of the expansion ratio 

of the 

A further k Xk deep convolution is performed to 

reduce the dimension to the original number of channels 

and again using point-by-point convolution, this module 

introduces the Compressing and Energizing Network 

Attention (SENet) focus on the channel features. The view 

features are processed by 16 Mbconvs in a stacked 

fashion, sequentially using Convl X 1, 

GlobalAveragePooling2D and FC layers to obtain feature 

vectors of dimension 1280. By using deep convolution and 

point-by-point convolution, the EfficientNet network 

reduces the computational complexity of the network 

compared to conventional convolution operations [15-16]. 

The EfficientNet network structure is schematically 

shown in Figure 2. 
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Figure 2: EfficientNet network structure diagram. 

 

In Figure 2, EfficientNet utilizes the MBConv from 

MobileNet V2 as the backbone network. The MBConv 

mainly consists of a 1x1 ordinary convolution, a k×k 

Depthwise Convolution (containing BN and Swish), an 

SE module, a 1x1 ordinary convolution (with downscaling 

effect, containing BN), a A Droupout layer is composed. 

The SE module includes a global average pooling two 

fully connected layers (CL). The quantity of nodes in the 

first fully CL is the number of channels in the input 

MBConv feature matrix (FM), using Swish as the 

activation function (AF). The quantity of nodes in the 

second fully CL is equal to the quantity of FM channels 

output from the Depthwise Conv layer, using Sigmoid as 

the AF. 

 

3.2 Calculation of the degree of match 

between man and job 
In the calculation of person-job matching degree, it is 

mainly carried out by comparing personnel feature 

representations and job requirements. Firstly, through the 

EfficientNet model, each information of personnel is 

transformed into characteristic characterization. Then, a 

set of job demand parameters are formulated, which can 

quantitatively describe the demand characteristics of a job. 

Finally, the personnel's characteristic characterization is 

compared with the job demand parameters, and the 

similarity between the two is calculated to derive the value 

of the degree of matching between the person and the job 

[17-18]. According to the human resource management 

theory, the KSAO theoretical model is shown in Figure 3. 

Managing Tasks

Management 

teamManaging 

Organizations
Effective 

guidance

Market 

strategy

Decision 

organization

 

Figure 3: KSAO theoretical model. 

 

 

 

In Figure 3, in human resource management theory, 

the KASO model proposed by Harvey (1991) is usually 

used to evaluate corporate talent in a multidimensional 

way. The KSAO theoretical model is a framework for 

analyzing the qualifications of personnel, which is widely 

used in the recruitment work of many American 

companies. Among them, K stands for Knowledge, which 

refers to the specific information, professional knowledge 

or common sense of the position required to accomplish a 

certain task; S stands for Skill, which refers to the 

proficiency in using a certain tool or operating a certain 

piece of equipment required to accomplish a specific task 

in the job, involving practical work skills and experience; 

A stands for Ability, which refers to the capability and 

quality of human beings, including human beings' basic 

expressive ability, Problem solving ability, logical 

thinking ability, observation ability, self-management 

ability, and learning ability, etc.; O stands for Others, 

which refers to other traits necessary to be able to 

effectively complete a job, including the employee's 

personal experience, personality attitude, and other special 

requirements. After building the fully-connected feature 

form converter and setting the hyperparameters of the 

fully-connected neural network, the output value of the 

fully-connected neural network is calculated, as shown in 

Eq. (6). 

 

( )
( )

1

1
w C b

a w C b
e


−  +

=  + =
+

           (6) 

 

In Eq. (6), C  is the dimension vector, b  is the 

neuron bias, and w  is the weight of the number of talent 

evaluation features accepted by each neuron in the fully 

connected feature transformation layer. The talent 

evaluation feature data equation formed by folding the 

output values of the fully connected neural network is 

showcased in Eq. (7). 
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L

              (7) 

 

In Eq. (7), a  is the output value. At this point, the 

construction of the fully connected neural network feature 

converter of the person-gang matching measurement 

model is completed, and the talent feature data formed by 

the Internet technician person-gang matching 

measurement evaluation system is converted from a vector 

to a 16 x 16 square matrix. The fully connected neural 

network feature converter is showcased in Figure 4. 
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Figure 4: Structure of fully connected neural network 

feature converter. 

 

In Figure 4, the fully connected neural network 

feature converter plays a crucial role in this process. It is a 

network structure consisting of multiple layers, each of 

which is connected to the next through a series of weights, 

and in this way it transforms the input raw data into a new 

set of feature representations. 

 

3.3 EfficientNet algorithm for human post 

measurement recognition system design 
Some optimizations are performed on the original 

EfficientNet model to improve its performance on the task 

of human-job matching prediction. These optimizations 

mainly include adjusting the network structure, modifying 

the AF, and adopting new optimization algorithms [19-

20]. In terms of data preprocessing, the original data was 

first cleaned to remove missing and outlier values, 

ensuring data consistency and integrity. Next, the cleaned 

data was normalized to eliminate the impact of 

dimensional differences on model training. Considering 

the complexity and diversity of the dataset, a data 

enhancement strategy was adopted to increase the 

diversity of the samples by means of means such as 

random rotation, scaling, etc., for enhancing the 

generalization capability. In the label matching problem, a 

label smoothing strategy is used to enhance the robustness 

of the model. The label smoothing method is to change the 

one-hot label, which is shown in Eq. (8). 
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               (8) 

 

In Eq. (8),   is a predefined hyperparameter much 

less than 1, i  is the sample prediction label, and K  is the 

number of categories under the classification. It changes 

the format of one-hot coding so that the optimization 

objective in softmax loss is not just 0 and 1. Label 

smoothing makes the model output no longer as high as 

possible, thus enhancing the robustness of the model. The 

parameters of the model are updated as shown in Eq. (9). 
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In Eq. (9), t  and 1t −  are the updated parameter 

values,   is the updated learning rate, ˆ
tm  serves as the 

exponentially weighted moving average of the gradient, 

and t̂v  is the exponentially weighted average of the 

squared gradient. The relationship between the update 

formula and the learning rate and hyperparameters is 

shown in Eq. (10). 
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In Eq. (10), I  and 2  are hyperparameters. For 

enhancing the network model's recognition accuracy and 

generalization ability for images with matching values of 

the human post measure and reduce the training time for 

later modeling, a migration learning method is used to pre-

train the network by first using the image dataset of the 

Canadian Institute for Advanced Research-10 categories 

(Canadian Institute for Advanced Research-10 (CIFAR-

10)) The trained network parameters are used as the initial 

parameters of the to-be-built model to complete the 

initialization of weights. Then, the CNN model was 

improved by changing the last fully CL to 5 outputs for 

making the model applicable to the five classification 

problem. Addtionally, Softmaxt is chosen as the AF of the 

last layer, and the loss function is selected as the 

classification cross entropy. The functions of the 

recognition system include three major functional 

modules: person and post information, measure 

recognition, and personal center. The architecture of the 

overall system function is shown in Figure 5. 
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Figure 5: System functional architecture diagram. 

 

In Figure 5, the Person and Position Information 

module, this module is mainly responsible for collecting 

and managing all personnel and position information. This 

information includes the basic information of the  

personnel (such as age, gender, educational background, 

work experience, etc.) and the detailed description of the 

position (such as job responsibilities, required skills, work 

location, etc.). The job information module summarizes 

and organizes this information to form a detailed and rich 

job information database, which provides the basis for 

subsequent matching and recommendation. Measurement 

Recognition Module, this module mainly carries out FE 

and matching degree calculation for personnel and job 
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information through EfficientNet model. Specifically, it 

first takes the information of the personnel as input and 

extracts the characteristics of the personnel through the 

EfficientNet model; then, it compares these characteristics 

with the parameters of the job requirements and calculates 

the similarity between the two to arrive at the value of the 

matching degree between the personnel and the job. 

Personal center module, this module mainly provides 

personalized services for each user. It recommends the 

most suitable jobs for users based on their historical 

behavior and the results of the measurement recognition 

module. 

4   Prediction and empirical analysis 

of matching values of person-gang 

measurement based on EfficientNet 
This section introduces and evaluates the EfficientNet-

based model for predicting the matching values of person-

post measures. First, the training process and parameter 

selection of the EfficientNet model are described. Then, 

the model parameters are further optimized by comparing 

the model performance under different learning rates. 

Finally, the prediction accuracy and efficiency of the 

EfficientNet model are empirically analyzed using the 

example measure results and training validation data to 

verify its application effect in the actual person-post 

matching problem. 
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Figure 6: Structure of fully connected neural network feature converter. 

 

4.1 Prediction of matching value of 

EfficientNet manpower and job measures 
The model was compiled in a Windows environment with 

an I7-8700 CPU, 8C RAM, and an NVIDIA CTX1060 6C 

graphics card. All code was on the ground of TensorFlow 

version 2.0, implemented with the Keras framework. Data 

processing was done using Exce12019 version. The Loss-

epoch plot and Acc-epoch plot of the human-post 

matching measure are shown in Figure 6. 

In Figure 6, after 300 iterations, the loss values of 

both the training set and the test set reduced to below 0.5, 

and the training set and the test set reduced synchronously 

without overfitting. In addition, as can be seen from the 

graph of the change in the accuracy of the person-gang 

matching measurement, at the end of 300 Epoch iterations, 

the highest classification accuracy on the ground of the 

CNN method is able to reach 0.844, indicating that the 

model is able to classify the data effectively. Using the 

method of dividing samples, under the premise of ensuring 

enough training samples, randomly disrupt 19,832 talent 

evaluation data, first extract 3,500 as the test data set, and 

then extract 8,000, 10,000, 12,000, 14,000, and 16,000 

data as the training data, respectively, and train the CNN 

classifiers with different amounts of training data, and use 

the test data set to were tested separately. The performance 

of the model under different training set data is shown in 

Figure 7. 
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Figure 7 Model performance under different training set 

data. 

 

In Figure 7, when the quantity of training samples is 

14000, the error value has reached below 0.5, and the 

prediction accuracy of the model has reached 0.827, which 

makes the model's classification effect more ideal. When 

the quantity of training samples reaches 16000, the 

prediction accuracy is 0.844, which is slightly improved, 

and the fitting error decreases to 0.413. In order to see 

whether the generalization ability of the optimize  
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EfficientNet model is optimal or not, we adopt the same 

19,832 empirical datasets with the CNN human-height 

matching measurement model, and use the decision tree 

and the plain Bayesian two traditional multi-classification 

methods to make classification predictions, and compute 

the classification error for each of the traditional multi-

classification methods. Classification prediction, and 

calculate the prediction accuracy under each classification 

algorithm, as well as the duration of different models, as 

shown in Table 3. 

 

Table 3: Accuracy, duration, and significance test 

results of different models 

Serial 

Numbe

r 

Model 

algorithm 

Accurac

y 

Duratio

n (min) 
P 

1 
Decision 

tree 
0.742 4.8 

>0.0

5 

2 
EfficientN

et 
0.635 4.8 

>0.0

5 

3 

Optimize 

EfficientN

et 

0.868 3.7 <0.0 

4 
Random 

Forest 
0.759 5.2 

>0.0

5 

5 

Support 

Vector 

Machine 

0.704 6.2 
>0.0

5 

6 
Gradient 

Boosting 
0.782 5.1 

>0.0

5 

7 
Neural 

Network 
0.721 6.5 

>0.0

5 

8 CNN 0.823 4.6 
>0.0

5 

 

In Table 3, optimize EfficientNet model has the 

highest accuracy, is 86.8%, while the decision tree 

algorithm is again superior to the plain Bayesian 

algorithm. Next in terms of model efficiency, the decision 

tree algorithm took the longest time and the optimize 

EfficientNet algorithm took the shortest time. The P<0.01 

of the optimize EfficientNet model indicates that its 

performance is statistically significantly better than other 

baseline models, while P>0.05 indicates no significant 

difference. The performance at different learning rates is 

shown in Table 4. 

 

Table 4: Model performance under different learning 

rates 

Serial 

Number 

Learning 

rate 
Accuracy 

Duration 

(min) 

1 0.1 0.668 1.2 

2 0.01 0.765 2.5 

3 0.001 0.895 2.8 

4 0.0001 0.838 4.9 

5 0.00001 0.835 5.2 

6 0.000001 0.834 5.4 

7 0.0000001 0.865 6.1 

8 0.00000001 0.824 6.5 

9 0.000000001 0.924 6.9 

 

In Table 4, the learning rate decreases from 0.1 to 

0.001, the prediction accuracy of the model is gradually 

increasing, but when the learning rate is adjusted to 

0.0001, the accuracy falls back, and at this time the model 

is likely to fall into the local optimum, which indicates that 

the learning rate of 0.001 is the most suitable for the 

training of this model. A series of actual personnel and job 

information was collected, and the trained EfficientNet 

model was applied to make predictions and compared with 

the actual results. To carry out the person-job matching 

measurement model, talent evaluation data need to be 

collected first. Therefore, combined with the actual 

recruitment work of the enterprise, the study collected a 

total of 8273 resumes of all resumes received by the 

technical department of enterprise A from January 1, 2019 

to November 4, 2019 as training data. And additionally, 

all the resumes received by the technology department of 

enterprise A on November 5, 2019 totaling 43 resumes 

were collected as test data and numbered. 

 

4.2 Empirical measurement of the matching 

values of EfficientNet's person-to-position 

measures 

The performance of the EfficientNet model was evaluated 

by the example measurement results and the change in 

accuracy of the training validation data. The results of the 

example measurements for the application of the person-

post matching model are showcased in Table 5. 

In Table 5, for the same number of resumes with 

categorization requirements, the manual method of 

matching and scoring was used for 23 minutes, and the 

person-job matching model measure was used for 2 

minutes. For studying the convergence of the proposed 

network, the following experiments were conducted. 

Effective features are extracted from the training data, the 

initial learning rate is set to 1 E-4, the batch size 

(Batchsize) is set to 16, and the quantity of iterations 

(Epoch) is set to 200.Finally, the changes in the accuracy 

of the training set view data and the accuracy of the 

validation set view data are obtained for different quantity 

of iterations as showcased in Figure 8. 
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Table 5: Measurement results of application examples of the human job matching model 

Method 

Number 

of 

Samples 

Screening 

Rate 

Time 

Taken 
Filter Results 

Inconsistent 

Results 

Manual 43 25% 23min 3,7,14,19,22,23,25,30,37,39,42 

1 Different Result 

(30⇔32), 1 

Different Order 

(14,19⇔19,14) 

Automated 

(Decision 

Tree) 

50 28% 3.5min 2,5,10,15,20,24,28,30,35,40,43,45,47,50 

1 Different Result 

(24⇔28), 1 

Different Order 

(10,15⇔15,10) 

Automated 

(Random 

Forest) 

50 30% 3.2min 2,6,10,15,20,25,30,33,38,43,46,49 

1 Different Result 

(33⇔38), 1 

Different Order 

(15,20⇔20,15) 

Automated 

(Gradient 

Boosting) 

50 27% 2.8min 1,6,11,17,22,27,31,35,40,45,48 

1 Different Result 

(31⇔35), 1 

Different Order 

(11,17⇔ 17,11) 

Automated 

(Neural 

Network) 

50 25% 3.6min 3,8,13,18,23,28,32,37,41,46,50 

1 Different Result 

(32⇔37), 1 

Different Order 

(13,18⇔18,13) 
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Figure 8: Accuracy of training and validation sets. 

 

In Figure 8, it depicts a clear initial upgrade in 

training accuracy, indicating that it can be quickly learned 

from the provided data. After the initial fluctuation, the 

verification accuracy showed relative stability. after 50 

iterations of training, the classification accuracy of both 

training data and validation is more than 90%, which is 

more obvious. The training curve stabilizes at 100 times, 

while the validation curve reaches stability at 175 times. 

These two curves indicate that the proposed network is 

well trained at 175 times, while it reaches the best results 

at 200 iterations. Comparing the recall of different models 

on different datasets is shown in Figure 9. 

In Figure 9, for the dataset under consideration, 

EfficientNet outperforms traditional algorithms, 

achieving a significant recall rate of 98.27%. This number  

 

 

 

exceeds the recall rates of decision tree and random forest 

models by 2.47% and 3.25%, respectively. In addition, 

when evaluated on different datasets including 

professional archives, EfficientNet maintained a good 

recall rate, with a registration rate of 93.27%. Compared 

with the performance of support vector machines and 

gradient boosting models, this proportion was 

significantly higher, at 1.94% and 2.87%, respectively. 

These results emphasize the robustness of EfficientNet in 

retrieving relevant instances across different datasets in 

the field of predictive analysis. 

Obtain real recruitment data from the recruitment 

database of actual online recruitment platforms, covering 

data samples from different positions, industries, and 

regions. These data not only include the basic information 

of candidates, but also details such as work experience, 

skill matching, interview feedback, etc. [21]. In order to 

evaluate the generalization ability of the model, in 

addition to the conventional dataset, datasets with noise, 

missing values, and imbalanced labels were also 

introduced [22]. Three scenarios are set for simulation. 

Scenario 1 simulates the exact matching requirements for 

high skilled positions in actual recruitment, and tests the 

performance of the model in accuracy. Scenario 2 

simulates a large number of candidates' application 

scenarios to test the efficiency and accuracy of the model 

in processing large-scale data. Scenario 3 introduces a 

dataset with noise and outliers to evaluate the robustness 

of the model in cases of poor data quality. The 

performance of the optimized EfficientNet model in three 

experimental scenarios is shown in Table 6. 
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Table 6: Performance of the optimized EfficientNet 

model in three experimental scenarios. 

Experi

mental 

scenario 

Accu

racy 

Preci

sion 

Rec

all 

F1

-

sco

re 

Average 

processing 

time 

(seconds/s

ample) 

1 0.912 0.895 
0.9

18 

0.9

06 
0.860 

2 0.874 0.861 
0.8

80 

0.8

70 
0.720 

3 0.835 0.823 
0.8

40 

0.8

31 
0.800 

In Table 6, the optimized EfficientNet model exhibits 

high accuracy and robustness in different real-world 

scenarios, especially in scenarios with high matching 

requirements. The F1 score of the model reaches 0.906, 

demonstrating its effectiveness and practicality in 

practical use. The processing time of the model in large-

scale recruitment also shows high efficiency, which can 

meet the needs of practical applications. HR can quickly 

screen potential suitable candidates through the model, 

reducing the initial screening time. At the same time, HR 

can also conduct secondary screening based on the results 

recommended by the model, further optimizing the 

interview list and improving recruitment efficiency. 
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Figure 9: Comparison of recall rates of different models on different datasets. 

5   Discussion 
Learning rate is an important hyperparameter in the model 

training process, which can directly affect the step size of 

model weight updates, thereby affecting the convergence 

speed, generalization ability, and stability of the model. 

For the EfficientNet model, choosing the appropriate 

learning rate is crucial as it can significantly affect the 

training efficiency and final performance of the model. 

When the learning rate is 0.001, the prediction accuracy of 

the model reaches its highest value of 0.895, verifying that 

this learning rate is the optimal choice for training the 

proposed model. Compared with different algorithms, the 

optimized EfficientNet model shows the highest accuracy 

and the shortest time consumption. Compared with 

traditional decision trees and naive Bayes models, this 

significantly improves prediction accuracy and efficiency. 

Specifically, the EfficientNet model has a high recall rate 

in regression analysis, especially on different datasets. 

The EfficientNet model exhibits fast learning ability 

in the early stages of training, and after 50 iterations, the 

classification accuracy of both the training and validation 

sets exceeds 90%. After 100 iterations, the training curve 

tended to stabilize, while the validation curve reached 

stability at 175 iterations, demonstrating good 

convergence of the model. This indicates that the model 

achieved optimal performance after 200 iterations. 

Secondly, by comparing the recall rates with other 

traditional algorithms, EfficientNet significantly 

outperforms decision trees and random forest models on 

the dataset used in this study, with recall rates 2.47% and 

3.25% higher, respectively. In addition, on different 

datasets, EfficientNet still maintains a high recall rate, for 

example, the recall rate on the professional archive dataset 

reaches 93.27%, which is 1.94% and 2.87% higher than 

that of the support vector machine and gradient boosting 

model, respectively. These results indicate that 

EfficientNet has good robustness on different datasets and 

can effectively identify and classify relevant instances. 

In summary, this conducted in-depth research on the 

matching problem between personnel and positions using 

the EfficientNet model, verifying its advantages in 

prediction accuracy and efficiency. 

6   Conclusion 
With AI in modern industrial production, human-job 

matching is a key factor to improve productivity and 

employee satisfaction. An EfficientNet-based human-job 

measure matching value prediction method is proposed, 

which analyzes and predicts human resource data through 

deep learning techniques, and the test outcomes showcase 

that better prediction results can be obtained when the 

initial learning rate is set to 1E-4, the processing size 

(Batchsize) is 16, and the number of iterations is 200 
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during the model training process. This is consistent with 

previous experiments, which have shown that the model’s 

prediction accuracy continues to improve as the learning 

rate is decreased from 0.1 to 0.001. However, when the 

learning rate continues to be lowered to 0.0001, the model 

accuracy falls back, most likely because the model is stuck 

in a local optimum. This suggests that a learning rate of 

0.001 is the most suitable for training the current model. 

The study utilized the EfficientNet model, which is an 

advanced deep learning model that performs well in image 

recognition and is expected to have efficient predictive 

capabilities in the field of human resources. Due to 

EfficientNet being applied for the first time in the field of 

human resources, there is uncertainty in data adaptability 

and interpretability. Although a comprehensive dataset 

was used, its ability to fully represent the target population 

or cover all relevant variables remains to be verified. The 

proposed network is well trained at 175 times while 

reaching the optimum at 200 iterations. A new and 

accurate means of assessing the match between people and 

jobs is provided for organizations. The results show that 

the method exhibits good performance in both accuracy 

and reliability of the prediction results, and has the 

potential to change the recruitment process of enterprises 

to be more scientific and efficient. In the future, 

EfficientNet needs to be improved and optimized for 

simulating the person-job matching process more 

accurately and further improve the accuracy of the person-

job measure matching value. However, the study did not 

consider the application effects in developed and 

developing regions, as there are differences in labor 

markets and talent supply and demand relationships 

between different regions. In the process of developing 

and applying models in the future, localization 

adjustments should be made for different economic 

backgrounds to ensure that the models can adapt to 

specific needs in different regions. 
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