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This paper focuses on the feature recognition of violin audio. After introducing the preprocessing method, 

the common feature parameters, linear predictive cepstral coefficient (LPCC) and mel-frequency cepstral 

coefficient (MFCC), were explained. Then, MFCC + △MFCC was used as the feature parameter. The 

parameters of support vector machine (SVM) were optimized using the firefly algorithm (FA). The FA-

SVM method was used to recognize different violin audios. It was found that the identification rate of the 

FA-SVM approach was above 95% for different violin notes. The recognition effect was better when using 

MFCC + △MFCC as the feature parameter compared with LPCC and MFCC. The FA-SVM method 

achieved the highest recognition rate of 97.42%. The results demonstrate the reliability of the FA-SVM 

method based on MFCC feature parameter extraction. This method can be applied in practical audio 

recognition. 

Povzetek: Raziskava se osredotoča na prepoznavanje zvočnih lastnosti violine z uporabo metod 

ekstrakcije parametrov Mel-frekvenčnega kepstralnega koeficienta (MFCC). Optimiziran algoritem 

podpore vektorskih strojev (SVM) je dosegel najboljše rezultate. 

 

1 Introduction 
More and more approaches have been applied in speech 

recognition [1]. While computer technology has 

progressed, electronic music has also been developed, and 

computers have been applied to assist in the creation of 

music [2]. If different types of music can be automatically 

recognized by computer, intelligent creation of music can 

be realized more conveniently. Music, like speech, 

consists of sound signals, so it is possible to recognize 

music signals using speech recognition technology. 

Compared with speech, music signals have fewer acoustic 

differences, so it is more feasible to classify and recognize 

them. Currently, many methods have been applied in 

audio recognition [3]. Table 1 presents a summary of 

related works. 

Table 1: A summary table of related works 

 Method Result 

Noor et al. 

[4] 

Use time-

domain, 

frequency-

domain, and 

joint video 

features to detect 

road event 

audio. 

The accuracy of the 

method was 

improved by 7% 

compared to the 

method combined 

with temporal and 

spectral features 

alone.  

Cohen-

McFarlane 

et al. [5] 

AlexNet 

classifier 

The method 

performed better in 

classifying octaves, 

with an accuracy of 

98%.  

Singh et al. 

[6] 

A support vector 

machine (SVM) 

optimized by the 

grasshopper-ride 

optimization 

algorithm 

The method 

achieved a 

maximum accuracy 

of 0.96, a minimum 

false alarm rate of 

0.022, and a false 

rejection rate of 

0.0119. 

Elbir et al. 

[7] 

A deep neural 

network model 

The performance of 

the proposed model 

was enhanced in 

music genre 

classification, 

music similarity, 

and music 

recommendation. 

 

Based on Table 1, it can be observed that research on 

audio recognition has become relatively mature. However, 

there is still limited research specifically focused on music 

audio, with most of the attention being given to multi-

instrument audio recognition. In terms of single 

instrument note recognition, piano receives the most 

attention while other instruments are less studied. Violin 

is an essential string instrument in both symphony 

orchestras and as a challenging solo instrument. Therefore, 

conducting research on violin audio feature recognition 

holds significant practical value. This paper focused on the 

recognition of violin audio features, used a SVM for 

classification based on Mel-frequency cepstral coefficient 

(MFCC) features, and further enhanced the classification 
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capability of the SVM using the firefly algorithm (FA). 

The authors verified the reliability of the method through 

experiments. This work provides theoretical support for 

the development of music processing and composition. 

2 Pre-processing and MFCC feature 

parameter extraction 
Before the feature parameter extraction, the violin audio 

signal needs to be pre-processed. The sampling rate is 

configured at 8 kHz. The precision is set as 16 bit. The 

format is wav. Then, it is pre-emphasized. The transfer 

function used is: 

𝐻(𝑧) = 1 − 𝑎𝑧−1 (1) 

where 𝑎 is the pre-emphasis coefficient. The value of 

𝑎 is approximately 1, ranging from 0.9 to 1, with a typical 

value of 0.94; therefore, this article also set it as 0.94. 

After pre-emphasis, the signal is processed frame by 

frame by windowing to obtain a short-term stationary 

signal. The frame length is designated as 𝑁 , the frame 

signal is set as 𝑥(𝑛), and the window function is 𝑤(𝑛). 
The signal 𝑦(𝑛) after windowing is written as: 

𝑦(𝑛) = 𝑥(𝑛)𝑤(𝑛). (2) 

Commonly used window functions [8] include: 

 

① rectangular window: 𝑤(𝑛) = {
1,0 ≤ 𝑛 ≤ 𝑁 − 1

0, 𝑒𝑙𝑠𝑒
, 

 

② Hanming window: 𝑤(𝑛) =

{
0.5 − [1 − cos(2𝜋𝑛/(𝑁 − 1))], 0 ≤ 𝑛 ≤ 𝑁 − 1

0, 𝑒𝑙𝑠𝑒
. 

 

The rectangular window has good spectral smoothing 

performance; however, it tends to lose waveform details, 

while the Hamming window does not have this problem, 

so this paper uses the Hamming window to process the 

violin audio signal. The frame length is set as 32 ms, and 

the frame shift was set as 16 ms. 

The most basic parameters of music signals include 

amplitude and frequency [9], but they perform poorly in 

signal identification. Currently, the commonly used 

feature parameters include MFCC, linear predictive 

coefficient (LPC), linear predictive cepstral coefficient 

(LPCC), etc. [10]. This paper mainly studied LPCC and 

MFCC. 

LPCC is mainly used to represent the response of the 

sound track [11]. LPC can be acquired by minimizing the 

mean square error between the sampled value of the actual 

audio and the sampled value derived from linear 

prediction. For 𝑠(𝑛), its predicted value is written as: 

 

�̅�(𝑛) = ∑ 𝑎𝑖𝑠(𝑛 − 𝑖)𝑡
𝑖=1 , (3) 

 

where 𝑎𝑖 is the t-th order LPC. The forecasting error 

is: 

 

𝑒(𝑛) = 𝑠(𝑛) − �̅�(𝑛). (4) 

 

The quadratic sum of all errors is written as: 𝐸 =
∑ [𝑠(𝑛) − ∑ 𝑎𝑖𝑠𝑛−𝑖

𝑡
𝑖=1 ]2𝑁−1

𝑛=𝑡 . The LPC feature is obtained 

when the value of 𝐸 is minimum. LPCC is obtained after 

cepstrum operation. 

MFCC has extensive applications in speech 

recognition [12], and Figure 1 shows its extraction process. 

The signal after framing is processed by fast discrete 

Fourier transform [13] and then passes through a 

triangular filter to form a Mel frequency spectrum. After 

logarithmic energy processing and then discrete cosine 

transform (DCT) [14] to obtain a set of 13-dimensional 

Mel cepstrum coefficients. Then, the first-order 

differential cepstrum coefficient △MFCC is calculated 

based on MFCC. They are combined to obtain 

MFCC+△MFCC as the final characteristic parameter. 

 
Violin audio 

signal
Preprocessing FFT

Triangular 

filtering

LogarithmeticsDCTCepstrum

Differential

MFCC+△MF

CC

 

Figure 1: MFCC feature parameter extraction process. 

The equation of FFT is: 𝑋(𝑘) = ∑ 𝑥(𝑛)𝑒−
2𝑗𝜋

𝑁𝑁−1
𝑛=0 , 

where 𝑘 = 0,1,⋯ ,𝑁 − 1, 𝑥(𝑛) refers to the preprocessed 

signal, and 𝑁 is the window width. 

 

The equation of Mel filter is: 𝑀𝑒𝑙(𝑓) = 2595𝑙𝑔 (1 +
𝑓

700
). 

 

The equation of DCT is: 𝐶𝑚𝑓𝑐𝑐(𝑖) =

√
2

𝑁
∑ log𝑚(𝑙)𝐿
𝑙=1 𝑐𝑜𝑠 {(𝑙 −

1

2
)
𝑖𝜋

𝐿
},  

 

where 𝑚(𝑙) is the energy of the 𝑙-th subband, 𝑁 is the 

quantity of filters, and 𝐶𝑚𝑓𝑐𝑐(𝑖) is the i-th MFCC. The 

first 12 MFCCs are selected. 

As MFCC can reflect the static feature of signals, to 

obtain the dynamic feature of signals, the first-order 

difference parameter △MFCC is computed on the basis of 

𝐶𝑚𝑓𝑐𝑐(𝑖) . The equation for the first-order differential 

cepstrum coefficient is: 

 

 ∆𝐶𝑚𝑓𝑐𝑐(𝑖) =
1

√∑ 𝑙2𝑘
𝑙=−𝑘

∑ 𝑙𝑘
𝑙=−𝑘 𝐶𝑚𝑓𝑐𝑐(𝑖 + 𝑛),  

 

where 𝑘 is a constant, 2 usually. 

According to the results of 𝐶𝑚𝑓𝑐𝑐(𝑖) and ∆𝐶𝑚𝑓𝑐𝑐(𝑖), 

the finally extracted features are 12-dimensional MFCC 

and 12-dimensional △MFCC, totaling 24 dimensions. 

3 SVM-based recognition method 
An SVM can handle small-sample, nonlinear problems 

[15] and have good applications in text classification and 

speech recognition [16]. Assume there exists a set of 

samples that can be divided in a linear manner (𝑥𝑖 , 𝑦𝑖), 𝑖 =
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1,2,⋯ , 𝑛, 𝑦 ∈ {+1,−1}. The classification hyperplane is 

expressed as: 𝑤𝑥 + 𝑏 = 0, where 𝑤 and 𝑏 are the weight 

and bias. To make the classification interval 
2

‖𝑤‖
 

maximum, it needs to satisfy: 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) − 1 ≥ 0. The 

Lagrange function for this problem is expressed as: 

𝐿(𝑤, 𝑏, 𝑎) =
1

2
(𝑤 ∙ 𝑤) − ∑ 𝑎𝑖{𝑦𝑖(𝑤𝑥𝑖 + 𝑏) − 1}𝑛

𝑖=1 , 

(5) 

where 𝑎𝑖  is the Lagrange coefficient. The above 

equation is solved by making it zero, then 𝑤 −
∑ 𝑎𝑖
𝑙
𝑖=1 𝑦𝑖𝑥𝑖 = 0 , ∑ 𝑎𝑖

𝑙
𝑖=1 𝑦𝑖 = 0 . Thus, the original 

problem changes to a dual problem. The problem is solved 

as follows. 

 

max
𝑎

∑ 𝑎𝑖
𝑛
𝑖=1 −

1

2
∑ 𝑎𝑖𝑎𝑗𝑦𝑖𝑦𝑗
𝑛
𝑖,𝑗=1 (𝑥𝑖 ∙ 𝑥𝑗) (6) 

 

𝑠. 𝑡. ∑ 𝑎𝑖𝑦𝑖
𝑙
𝑖=1 = 0, 𝑎𝑖 ≥ 0, 𝑖 = 1,2,⋯ , 𝑛 (7) 

 

If the optimal solution is 𝑎𝑖
∗, then 𝑤∗ = ∑ 𝑎𝑖

∗𝑦𝑖𝑥𝑖
𝑛
𝑖=1 . 

The final optimal classification function is: 

 

𝑓(𝑥) = 𝑠𝑔𝑛{∑ 𝑎𝑖
∗𝑦𝑖(𝑥𝑖 ∙ 𝑥) + 𝑏∗𝑛

𝑖=1 }. (8) 

 

In the linearly inseparable case, slack variable 𝜗 and 

penalty factor 𝐶  are added. Then, solving the optimal 

hyperplane problem is written as: 

 

𝑚𝑖𝑛 (
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜗𝑖

𝑛
𝑖=1 ), (9) 

 

𝑠. 𝑡. 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1 − 𝜗𝑖 , 𝜗𝑖 ≥ 0, 𝑖 = 1,2,⋯ , 𝑛. (10) 

 

The rest of the solution process is the same as the 

linear SVM. In an SVM, a kernel function is usually added 

to improve its performance. In this paper, a Gaussian 

kernel function is added: 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−
‖𝑥𝑖−𝑥𝑗‖

2

𝜎2
) , 

where 𝜎  is the kernel function parameter. During the 

calculation, parameters 𝐶 and 𝜎 of the SVM are usually 

determined based on empirical values, which significantly 

influences the recognition effect of the SVM; therefore, 

this paper selects the FA [17] to optimize parameters. 

Suppose that in the 𝐷-dimensional space, the position 

of firefly 𝑖  is: 𝑥𝑖 = (𝑥𝑖1 , 𝑥𝑖2, ⋯ , 𝑥𝑖𝐷) . The relative 

brightness of the firefly is defined as: 𝐿 = 𝐿0 × 𝑒−𝛾×𝑟𝑖𝑗
2

, 

where 𝐿0 is the original brightness of the firefly, 𝛾 is the 

light absorption coefficient, and 𝑟𝑖𝑗  is the fireflies’ 

distance: 𝑟𝑖𝑗 = ∑ (𝑥𝑖𝑑 − 𝑥𝑗𝑑)
2𝐷

𝑑=1 . The degree of 

attraction between the fireflies is: 𝛽𝑖𝑗 = 𝛽0 × 𝑒−𝛾×𝑟𝑖𝑗
2

, 

where 𝛽0 is the initial attraction degree of the fireflies. In 

the FA, the fireflies move toward the brighter individual 

to find the optimal solution. The position update formula 

is written as: 𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝛽 × |𝑥𝑖 − 𝑥𝑗| + 𝛼 × (𝑟𝑎𝑛𝑑 −
1

2
), where 𝑡 is the number of iterations, 𝛼 is the step length 

factor, and 𝑟𝑎𝑛𝑑 is the random number in [0,1]. 

Finally, the flow of the FA-SVM method based on 

MFCC feature parameter extraction is shown in Figure 2. 

The extracted MFCC+∆MFCC is used as the input of the 

SVM. Optimal parameters 𝐶 and 𝜎 are obtained using the 

FA, Finally, the FA-SVM model is established to realize 

the recognition of violin audio. 

 

MFCC+△MFCC
Initialize firefly 

parameters

Calculate the brightness 

of firefly
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degree of firefly
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firefly
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optimization
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Volin audio recognition 

result

Establish the SVM model

Yes

No

 

Figure 2: The FA-SVM method for violin audio feature 

recognition. 

4 Results and analysis 
A violin audio was recorded in a quiet laboratory room. 

The same performer recorded the audio at the same time 

every day using the same equipment to maintain sample 

stability. The recording lasted for 30 days, and 30 sets of 

samples were obtained. They were saved in wav format. 

MFCC feature parameter extraction was performed after 

pre-processing; then, they were recognized using the FA-

SVM method. The 𝐶  and 𝜎  intervals of the SVM were 

[0.01,100]  and [0.01,100] , respectively. The firefly 

population sizes were 10, 20, and 30. The count of 

iterations was 10, 20, and 30. The performance of the FA-

SVM approach was assessed using five-fold cross-

validation (Figure 3), and Table 2 displays the outcomes. 
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Figure 3: The flow of the five-fold cross-validation. 

Table 1: Effect of population size and number of 

iterations on recognition rate. 

[Population size, number of 

iterations] 

Recognition 

rate/% 

[10, 10] 97.36±2.12 

[10, 20] 95.44±1.98 

[10, 30] 93.27±2.01 

[20, 10] 97.11±1.11 

[20, 20] 98.64±2.31 

[20, 30] 96.33±1.06 
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[30, 10] 96.77±2.25 

[30, 20] 95.46±1.36 

[30, 30] 94.36±1.45 

 

According to Table 2, it was determined that when the 

firefly population size was 20 and the count of iterations 

was 20, the recognition rate for violin audio was the 

highest, 98.64%, and the optimal parameters obtained 

were 𝐶 = 86.77, 𝜎 = 91.26. 

Some notes were recognized by the FA-SVM method 

based on the MFCC feature parameter (MFCC + 

△MFCC), and the outcomes are displayed in Table 3. 

 

Table 3: Recognition results of the FA-SVM method. 

Name of note Recognition rate/% 

C 95.64±1.27 

D 96.77±1.36 

E 97.36±1.45 

F 96.78±1.26 

G 98.12±1.41 

A 97.66±1.33 

B 95.36±1.51 

#C 96.77±1.07 

#F 98.22±1.37 

#G 97.33±1.28 

 

It was observed from Table 3 that the identification 

rate of the FA-SVM approach for different notes was 

above 95%. The highest recognition rate was 98.22%, the 

lowest was 95.36%, and the average was 97%, indicating 

that the FA-SVM method based on the MFCC feature 

parameter could accurately recognize violin audio and 

distinguish different violin notes. To further examine the 

performance of the approach, LPCC, MFCC, and 

MFCC+△MFCC were compared, and the corresponding 

recognition rates are displayed in Figure 4. 

 

 

Figure 4: Recognition effect of the approach based on 

different feature parameters. 

It was seen from Figure 4 that when LPCC was used 

as the feature parameter, the recognition rate of the 

algorithm for violin audio was the lowest, about 85%; the 

recognition rate of the algorithm was around 90% when 

MFCC was used as the feature parameter, which was 

about 5% higher, indicating that the MFCC feature 

parameter of audio was better than LPCC. The FA-SVM 

method achieved the highest recognition rate when 

utilizing MFCC + △MFCC as its input. The average value 

of the five experiments was calculated, and the results 

were 86.18%, 90.94% and 97.42%, respectively. The 

recognition rate of MFCC+△MFCC was 11.24% higher 

than LPCC and 6.48% higher than MFCC. This verified 

the reliability of MFCC+△MFCC. 

Then, the performance of the hidden Markov model 

(HMM) [18], Gaussian mixture model (GMM) [19], back-

propagation neural network (BPNN) model [20], SVM 

model, genetic algorithm (GA)-optimized SVM model 

[21], particle swarm optimization (PSO)-based SVM 

model [22], and FA-SVM model were compared on the 

basis of the MFCC + △MFCC feature, and the results 

were averaged, as displayed in Figure 5. 

 

 

Figure 5: Comparison of recognition effects. 

It was observed in Figure 5 that under the same feature 

parameter, the recognition rate of the HMM was the 

lowest, 86.77%, and the recognition rates of the GMM and 

BPNN were 87.84% and 89.32%, respectively, below 

90%; the recognition rate of the SVM model was 94.64%, 

which was significantly higher than the previous methods, 

demonstrating the superiority of the SVM model in 

recognizing violin audio. Then, the FA-SVM model 

achieved a recognition rate of 97.42%, surpassing the 

HMM by 10.65% and outperforming the SVM model by 

2.78%. Moreover, it was 2.2% higher than the GA-SVM 

model and 1.05% higher than the PSO-SVM model. These 

results verify that the FA-SVM model is reliable and 

accurate for recognizing violin audio notes. 

Finally, the performance of different parts on violin 

note recognition were analyzed through ablation 

experiments, as shown in Table 4. 

Table 4: The results of ablation experiments. 

 Recognition rate/% 

Baseline (SVM+MFCC) 88.36 

Baseline+△MFCC 94.64(+6.31%) 
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Baseline+△MFCC+FA 97.42 (+2.78%) 

 

From Table 4, it can be observed that firstly, in terms 

of feature extraction, the addition of △MFCC led to a 6.37% 

improvement in violin note recognition. The result 

demonstrated the impact of the selection of violin audio 

features on recognition performance and confirmed that 

the chosen △MFCC feature contained crucial information 

related to note recognition. Furthermore, after 

incorporating FA, there was an additional 2.78% 

improvement in recognition performance, highlighting the 

importance of parameter optimization by FA for achieving 

better results. 

5 Discussion 
With the increasingly widespread use of music in daily life, 

research on music is also deepening. Music retrieval, 

genre classification, and instrument recognition are all 

current focuses of research. However, in instrument 

recognition, there is currently more research on multi-

instrument recognition, which involves classifying audio 

from multiple instruments. There is less research on single 

instrument recognition, with piano being the main focus 

and very little involvement in in-depth studies of violin 

audio. Therefore, this paper conducted a study specifically 

on violin audio recognition. 

In order to address the shortcomings of MFCC in 

feature description, this paper combined MFCC and 

△MFCC as inputs for the recognition model. Then, in 

terms of selecting the recognition method, the SVM 

method with good performance in recognition 

classification was adopted, and its parameter selection was 

optimized by the FA algorithm. Experiments and analysis 

were conducted using violin audio collected in practical 

environments. It can be observed that the inclusion of 

△MFCC significantly improved the recognition rate of 

violin audio, showing high performance in recognizing 

different notes. Furthermore, compared to other existing 

methods, the designed FA-SVM method also 

demonstrated notable advantages. Both GA and PSO are 

parameter optimization methods, but in terms of SVM 

parameter optimization, FA has better performance with 

fast convergence and high accuracy. Therefore, it 

achieved good results in SVM parameter optimization as 

well. The ablation experiment results also confirmed the 

advantages of MFCC +△MFCC + FA as it achieved 

optimal recognition rates, suggesting the practicality of 

this method. 

The research on violin audio feature recognition in 

this paper has yielded some results, providing an effective 

method for identifying different violin notes. This paper 

presents a new approach for instrument audio recognition 

and even speech recognition, while also providing 

theoretical support for optimizing SVM. The experimental 

results verify that the designed violin feature recognition 

method can be applied in practice, providing a more 

intelligent approach for teaching and learning the violin. It 

helps learners receive feedback faster and better 

understand the correctness of note performance. However, 

there are also limitations in this study, such as limited 

experimental samples and insufficient consideration of 

comprehensive features' impact on recognition results. In 

future work, the researchers will further expand the 

experimental samples to verify method performance on 

more comprehensive samples and consider additional 

features to discover more effective ones. 

6 Conclusion 
This paper studied the feature recognition of violin audio. 

MFCC and △MFCC of the audio were extracted as feature 

parameters. An SVM-based recognition method, namely 

the FA-SVM method, was designed. Experiments were 

conducted on the collected violin audio. It was found that 

the recognition rate of the algorithm was above 80% for 

various notes. The comparison of different feature 

parameters demonstrated that the recognition performance 

of MFCC+△MFCC significantly outperformed LPCC 

and MFCC. Among the different recognition methods, the 

FA-SVM method achieved the highest recognition rate, 

reaching 97.42%. The effectiveness of the 

MFCC+△MFCC feature-based FA-SVM approach was 

confirmed by the experimental results.  The approach has 

the potential to be widely disseminated and implemented 

in real-world scenarios. 
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