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Machine translation has been gradually widely used to improve the efficiency of English translation. This 

paper briefly introduced the English speech recognition algorithm based on the back-propagation (BP) 

neural network algorithm and the machine translation algorithm based on the long short-term memory-

recurrent neural network (LSTM-RNN) algorithm. Then, the machine translation algorithm was simulated 

and compared with BP-RNN and RNN-RNN algorithms. The results showed that the BP neural network 

algorithm had a lower word error rate and shorter recognition time compared with the manual 

recognition approach; the LSTM-RNN-based machine translation algorithm had the lowest error rate for 

the translation of speech recognition results, and the translation gained the highest rating in the 

evaluation of ten professional translators. 

Povzetek: Predstavljena je analiza več pristopov umetne inteligence za prepoznavanje govora in 

prevajanje. 

 

1 Introduction 
As internationalization progresses faster and faster, 

economic and cultural exchanges between different 

countries have become more and more frequent. However, 

different countries have different languages, and even 

within the same country, there are languages with different 

accents in different regions, making the variety of 

languages further increase [1].  

The variety of languages, while guaranteeing cultural 

diversity, can cause significant communication barriers in 

practice, especially in today’s environment of deepening 

internationalization [2]. Under normal circumstances, the 

cost of learning multiple languages is enormous, so to 

ensure smooth communication, a common language is 

often chosen. English is currently one of the most common 

languages. Although the variety of language learning has 

been reduced from multiple to one, the cost of learning is 

equally high, and it is difficult to reach the level of free 

communication [3]. In the wave of globalization, it would 

be sufficient for face-to-face daily communication, but in 

formal situations and when a large amount of information 

needs to be exchanged, it is difficult for a single human 

translator to meet the increasing demand for language 

translation. Simultaneous interpretation, for example, 

requires high on the attention of translators; thus, they 

often cannot work for long hours. Therefore, a translation 

tool is needed to replace manual translation. Machine 

translation uses computers and Chinese-English thesaurus 

to perform  batch translation based on, but it is too rigid. 

The emergence of intelligent algorithms has effectively 

promoted the efficiency and quality of machine 

translation. Luong [4] proposed an effective technique to 

solve the problem that traditional neural network machine 

translation can not accurately translate rare words. The 

experimental results showed that this method had a better 

translation effect compared with neural network machine 

translation without applying this technique. Lee et al. [5] 

used a character-level convolution network for machine 

translation. The character-level convolution network 

encoder outperformed the subword-level encoder in all of 

the multilingual experiments. Choi et al. [6] proposed the 

use of nonlinear word-packet representation of source 

statements to contextualize embedding vectors in neural 

machine translation. The experiment found that the 

proposed approaches of contextualization and 

symbolization significantly improved the translation 

quality of neural machine translation systems. 

2 English speech recognition 
The advancement of computer technology and the 

emergence of intelligent algorithms have effectively 

improved the efficiency and quality of machine 

translation. However, computers have neither vision nor 

hearing; therefore, machine translation of English requires 

the input of the text to be translated, which is relatively 

cumbersome [7]. Inputting text to be translated by voice is 

easier than text input; moreover, the input English voice 

can be translated, which means that it can achieve long 

periods of non-manual simultaneous interpretation. 

Before translating the English input by voice, it is 

necessary to first recognize the voice and convert the 

audio to text characters, and then translate the text. The 

commonly used algorithms for recognition of speech are 
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dynamic time warping method [8], hidden Markov 

method, and neural network method. 

 

Figure 1: The principle of speech recognition based on 

neural network. 

This study uses the neural network method to 

recognize English speeches. The neural network method 

is an imitation of the human brain and animal nervous 

system in reality; thus, it also has the ability of 

autonomous learning, i.e., it can effectively adapt to the 

randomness of pronunciation and excavate the 

corresponding hidden rules between pronunciation and 

text, as shown in Figure 1. Both training speech samples 

and testing speech samples require feature extraction first. 

This study extracts the features of speech samples using 

the Mel cepstrum coefficient method. After that, the 

selected neural network model is trained using the training 

speech samples to obtain the super-parameters in the 

neural network. The trained super-parameters are then 

fixed in the selected neural network, and the testing speech 

samples are input into the trained neural network model 

after feature extraction to obtain recognition results. 

There are various types of neural network models that 

can be used in the speech recognition process in Figure 1, 

and this paper adopts the widely used BP neural network 

[9]. During training, the samples that have undergone 

feature extraction are input into the BP neural network, 

and the multi-layer forward calculation of the extracted 

features of the speech is performed in the hidden layer 

using the activation function. The results obtained after the 

layer-by-layer calculation are compared with the results 

corresponding to the training samples, and the super-

parameters in the hidden layer are adjusted in the reverse 

direction according to the difference between the results. 

Then, the forward calculation is carried out layer by layer 

again, and the calculated results are compared with the 

actual results to reversely adjust the parameters. The steps 

are repeated until the difference between the calculated 

results and the actual results is reduced to the set threshold. 

The speech samples used in the test are input into the 

trained neural network model after feature extraction, and 

the recognition results are output after calculation. 

3 Translation of English sentences 
After speech recognition of the neural network algorithm, 

English speech is converted into English texts. The 

traditional machine translation translates English word by 

word with the Chinese English thesaurus. This translation 

method is simple in principle and has relatively high 

efficiency. It is more suitable for an essay composed of 

short sentences. However, this translation method is less 

effective for long texts composed of long sentences. On 

the one hand, due to the differences in grammar between 

Chinese and English, word-by-word translation will lead 

to grammar chaos and even completely opposite semantics; 

on the other hand, some auxiliary words that have no 

specific meanings in English sentences will also be 

translated, and word-by-word translation will affect the 

coherence of the translation. In order to solve the above 

problems and further improve the efficiency and quality of 

translation, this study chooses neural network algorithms 

for machine translation. A neural network algorithm is an 

imitation of a biological neural system. With the help of 

the parallel corpus of big data and the computational 

performance of computers, we can get the corresponding 

hiding rules between Chinese and English. As the parallel 

corpus of big data is used for training, hiding rules 

obtained contain the grammatical rules to a certain extent. 

3.1 Recurrent neural network-based 

machine translation 

 

 

Figure 2: The basic structure of neural network-based 

machine translation. 

The basic structure of conducting English machine 

translation with neural network algorithms is shown in 

Figure 2, including an encoder and a decoder [10]. The 

reason for using this structure is as follows. When 

translating English into Chinese, the length of the 

character sequence of English and Chinese cannot be the 

same; thus, it is necessary to transform an English 

sentence with a length of 𝑁  to a code with a required 

length and decode the code with the decor to obtain a 

Chinese sentence with a length of 𝑀. In the above process, 

both the encoder and decoder realize the encoding and 

decoding of the sequence through neural network 

algorithms. As the length of sentences to be translated is 

different and the meaning of words will be affected by 

their sequence in the sentence, it is not suitable to use the 

traditional BP neural network. Recurrent neural network 

(RNN) [11] has memory function in training, and the 

result of the current moment will be affected by the result 

of the previous moment, which is very consistent with the 

characteristic that the word sequence will affect the 

meaning of words in languages; therefore, it is applied to 

the coding and decoding of machine translation. First, an 

English sentence is set as 𝜺 = {𝜀0, 𝜀1, 𝜀2, ⋯ , 𝜀𝑛}, where 𝜀𝑛 

represents the 𝑛 + 1-th word in sentence 𝜺; then, RNN 

propagates the input data forward in the hidden layer 

according to the following formula: 
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{

𝒙𝑡 = 𝑒(𝜀𝑡)

𝒂𝑡 = 𝝎ℎ𝑡−1 + 𝑼𝒙𝑡 + 𝒃
ℎ𝑡 = 𝑡𝑎𝑛ℎ( 𝒂𝑡)
𝑡 = 0,1,2,3,4,⋯ , 𝑛

,                                       (1) 

where 𝒙𝑡 stands for the word vector after inputting 𝜀𝑡 into 

the vector transformation function 𝑒(⋅), 𝑡 stands for time 

step (every time step corresponds to the input moment of 

a word in the sequence), ℎ𝑡−1, ℎ𝑡 are the hidden states of 

words vectors with a word order of 𝑡 − 1 and 𝑡, 𝒂𝑡 is the  

output at time 𝑡, 𝝎 and 𝑼 are the hidden state at time 1−t  

and the weight matrix of the word vector of t  input at 

time t  respectively, and 𝒃 is a bias term. 

After the forward operation of equation (1) in the 

encoder, every word (𝜀𝑡) in the English sentence obtains 

the corresponding coding vector 𝒂𝑡, and the coding vector 

of every word is affected by the former word vector, 

ensuring the influence of the word order in the coding 

vector of the whole sentence on word meaning. Then, the 

coding vector is decoded to obtain the corresponding 

Chinese translation. The decoding is carried out in the 

decoder. In order to ensure the influence of word order on 

word meaning, the coding vector is decoded by RNN. The 

forward calculation formula in the hidden layer is: 
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where 𝑍𝑡 is a word with an order of 𝑡 in the target sentence, 

𝑦𝑡−1 is the vector of a word with an order of 𝑡 − 1 in the 

target sentence, 𝒅  is a bias term, 𝑽 is a weight matrix, 

�̂�𝑡�̂�𝑡 is the probability distribution of different characters 

in the translation [12], and 𝑧𝑡  is the hidden state in the 

decoder. 

3.2 Improving machine translation with 

long short term memory 

The above is the introduction of the RNN-based machine 

translation algorithm. This machine translation algorithm 

adopted the basic structure of encoder-decoder. In the 

encoder, the English text is coded by RNN in the encoder 

to get the intermediate vector, and the intermediate vector 

is decoded by RNN in the decoder to get the Chinese 

translation. However, the encoder faces the problem of 

gradient explosion when using RNN to encode the English 

text, which makes the algorithm inefficient and less 

accurate in the training and use process. Therefore, this 

study used LSTM instead of RNN to encode the English 

text. LSTM [13] is also a kind of recurrent neural network 

algorithm. Compared with the traditional RNN, LSTM 

introduces the structural units of input gate, forgetting gate, 

and output gate to simulate the phenomena of deep 

impression and forgetting in the process of human brain 

memory, thus reducing the unimportant parts in the 

English text, highlighting the key points, reducing the 

amount of computation while enhancing the accuracy. The 

calculation formula of LSTM in the encoder is as follows: 

{
 
 

 
 
𝑓𝑡 = 𝜎(𝑏𝑓 + 𝑈𝑓𝑥𝑡 +𝑊𝑓ℎ𝑡−1)

𝑠𝑡 = 𝑓𝑡𝑠𝑡−1 + 𝑔𝑡𝜎(𝑏 + 𝑈𝑥𝑡 +𝑊ℎ𝑡−1)

𝑔𝑡 = 𝜎(𝑏𝑔 + 𝑈𝑔𝑥𝑡 +𝑊𝑔ℎ𝑡−1)

ℎ𝑡 = 𝑡𝑎𝑛ℎ( 𝑠𝑡)𝑞𝑡
𝑞𝑡 = 𝜎(𝑏𝑞 + 𝑈𝑞𝑥𝑡 +𝑊𝑞ℎ𝑡−1)

,              (3) 

where 𝑓𝑡 is the output of the forgetting gate, 𝑏𝑓, 𝑈𝑓, and
 

𝑊𝑓  
are the bias term, input term weight, and forgetting 

gate weight in forgetting gate [14], 𝑠𝑡 is the output of the 

cycle gate, b , 𝑈 , and 𝑊  are the bias term, input term 

weight, and cycle gate weight in the cycle gate weight, 𝑔𝑡 
is an external input gate unit, 𝑏𝑔, 𝑈𝑔, and 𝑊𝑔 are the bias 

term, the weight of the input term, and the weight of the 

input gate in the input gate respectively, 𝑞𝑡 is the output 

gate unit, 𝑏𝑞 , 𝑈𝑞 ,𝑊𝑞  
are the output gate bias term, input 

term weight, and output gate weight. 

In the subsequent decoder, RNN is still used to decode 

the output vector of the encoder, but in actual use, the 

encoder of the machine translation algorithm compresses 

the information contained in the whole sentence to be 

translated in a vector when encoding English using LSTM, 

resulting in partial loss of information in the compressed 

vector. The larger the length of English text to be 

translated is, the more serious the loss is. Therefore, when 

decoding the LSTM-encoded vector using RNN, its 

effectiveness decreases with the increase of the length of 

the original text. In order to remedy the above defects, an 

attention mechanism [15] is added to the decoder to make 

the decoder interact with the original text in the decoding 

process to alleviate the information loss. The calculation 

formula of attention is as follows: 
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where t  is the weight of the matching degree between 

the query vector and the key vector in the value vector (the 

query vector is the hidden state in the decoder, and the key 

vector is the hidden state in the encoder), and c  is the 

attention weight. The attention calculation formula 

compares the hidden states in the decoder with the hidden 

states of the original text in the encoder to obtain the 

attention weights of the hidden states in the decoder, and 

the attention weights participate in  the decoding process 

of the decoder afterwards to calculate the probability 

distribution of the translated text within equation (2). The 

probability distribution formula after transformation is: 

�̂�𝑡 = softmax(𝐜 + 𝐕𝑧𝑡 +𝑾𝑐𝑐).                           (5) 

4 Experimental analysis 

4.1 Experimental environment 

The experiment was carried out on a laboratory server, 

configured with Windows 7 system, I7 processor, and 16 

G memory. 
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4.2 Experimental data 

This study used the English speech data set from the UCI 

machine learning database. The speakers in the data set 

covered most of the age groups from 12 to 70. Ten 

thousand sentences with clean, clear, and standard 

pronunciation were selected, 9000 sentences were 

randomly selected as the training samples, and the 

remaining 1000 sentences were used as as the test samples. 

The experimenters read the sentences aloud. The speech 

characteristic parameters of the sentences were collected. 

The sampling rate was set as 16 kHz, and the 16-bit coding 

was used. Some of the sentences are as follows. 

① It’s a nice day today; 

② How can I get to the airport, please; 

③ What’s the price of this product…… 

4.3 Experimental project 

(1) Training and testing of the speech recognition 

algorithm: the BP algorithm-based speech recognition 

algorithm was trained by the training set. In the BP 

algorithm, there were five hidden layers containing the 

relu activation function and 1024 hidden layer nodes in 

each layer, and the maximum number of iterations during 

training was 500. The test set was used for testing. 

(2) Training and testing of the machine translation 

algorithm: in the machine translation algorithm, the 

encoder used LSTM containing the attention mechanism. 

There were four hidden layers, and the number of nodes in 

each layer was 1024. The decoder used RNN with two 

hidden layers, and the size of the hidden layer was 

consistent with LSTM. Two machine translation 

algorithms are used for comparison, one used BP neural 

network as the encoder, and the other used a RNN as the 

encoder. The decoder of both algorithms used RNN. The 

test set was used for testing. 

4.4 Evaluation criterion 

In this paper, the machine translation algorithm was 

evaluated by the word error rate after recognition by the 

speech recognition algorithm. The calculation formula is: 

𝑊𝐸𝑅 =
𝑋+𝑌+𝑍

𝑃
∗ 100%,                                          (6) 

where X is the number of error words substituted, Y is the 

number of error words deleted, Z is the number of error 

words inserted, and P is the number of all words in the test 

set. However, the corresponding word order differs 

between the original text and the translated text because of 

the difference in grammar. Therefore, when evaluating the 

machine translation algorithm, not only the word error rate 

but also the overall translation level of the sentence should 

be considered. Therefore, ten professional translators were 

invited to evaluate the translation obtained after machine 

translation, and the score is based on the expression 

content and grammatical structure of the translated text. 

The total score was 100 points, and the average score of 

the ten translators was taken as the final result. 

4.5 Experimental results 

The accuracy of English speech recognition algorithms 

will greatly affect the quality of machine translation It was 

seen from Table 1 that the word error rate of speech 

recognition by manual recognition was 6.34%, and it took 

35 minutes; the word error rate of speech recognition by 

BP neural network was 1.33%, and it takes one minute. 

The comparison of the results of two speech recognition 

methods showed that BP neural network had a lower word 

error rate and consumed less recognition time than manual 

recognition. The reason for the above result is as follows. 

Computers were more efficient in computational 

efficiency, and when faced with a large number of speech 

sounds in the test set, people cannot maintain their 

attention for a long time, resulting in a higher word error 

rate and longer recognition time; however, BP neural 

network used computers for speech recognition, which 

was not only computationally efficient but also did not 

have the disadvantage of inattention. 

 

  Word error 

rate/% 

Time consumed in 

recognition 

Manual 

recognition 
6.34 35 min 

BP neural 

network 

recognition 
1.33 1 min 

Table 1: Word error rate and recognition time of artificial 

recognition and BP neural network recognition. 

 

Figure 3: The word error rates of three machine 

translation algorithms in translating English speech 

recognition results. 

The word error rates of the translations of English 

speech recognition results  by the three machine 

translation algorithms are shown in Figure 3. The word 

error rate of the machine translation algorithm using BP 

neural network for encoder and RNN for decoder was 

20.3%; the word error rate of of the machine translation 

algorithm with RNN for encoder and RNN for decoder 

was 13.6%; the word error rate of the machine translation 

algorithm with LSTM for encoder and RNN for decoder 

and attention mechanism was 4.7%. It was seen from 

Figure 3 that the LSTM-RNN-based machine translation 

had the lowest word error rate, while the BP-RNN-based 

machine translation had the highest word error rate. BP 
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neural networks encoded English directly word by word, 

and although it can also explore the hidden laws, it cannot 

accurately describe the influence of word order on word 

meaning, which leads to an increase in word error rate; 

RNN took into account the influence of the previous 

moment in the forward calculation, i.e., the influence of 

the previous word in this study; in the LSTM-RNN-based 

machine translation, LSTM, as a variant of RNN, can also 

summarize the influence of word order, while the 

forgetting gate, input gate, and output gate units 

introduced by it can filter the unimportant words among 

them and improve the accuracy, and the attention 

mechanism introduced by RNN in the decoder also made 

the decoding focus more on  to the main information. 

 

 

Figure 4: Translation scores of three machine translation 

algorithms for English speech recognition results. 

For the machine translation algorithm, the criterion of 

whether the translation performance is excellent or not 

includes the grammatical goodness of the translation as a 

whole, in addition to the judgment of whether the words 

of the translation are accurate or not. Therefore, ten 

professional translators were invited to manually translate 

the English sentences in the test set and evaluated and 

scored the machine translation. The results are shown in 

Figure 4. The translation scores were 68.9 using the BP-

RNN algorithm, 88.7 using the RNN-RNN algorithm, and 

97.8 using the LSTM-RNN algorithm. It was seen from 

Figure 4 that the translation obtained by using the BP-

RNN algorithm for machine translation had the lowest 

rating, and the translation obtained by using the LSTM-

RNN algorithm for machine translation had the highest 

rating. The reason was similar to the above. The BP-RNN  

algorithm did not consider the influence of word order, 

resulting in a final translation that was similar to word-by-

word translation, with no problem in overall 

comprehension but difficult to read smoothly; the RNN-

RNN algorithm RNN-RNN considered the influence of 

word order when encoding English through RNN, so the 

translation was relatively more smooth and had a higher 

score; the LSTM-RNN  algorithm also considered the 

influence of word order coding because LSTM is a kind 

of RNN, and the LSTM algorithm in the encoder and the 

attention mechanism in the decoder effectively 

highlighted the key points and improved the fluency of 

translation while reducing the translation computation. 

5 Conclusion 
In this study, LSTM network was used as the encoding 

algorithm of the encoder, RNN was used as the decoding 

algorithm of the decoder, and the attention mechanism 

was introduced into the decoder. The results are as 

follows: (1) BP neural network algorithm was used to 

recognize English speech, and the recognition results were 

used in machine translation; compared with human 

recognition, BP neural network had a lower word error 

rate and less recognition time; (2) the LSTM-RNN 

algorithm had the lowest word error rate for English 

speech recognition, the RNN-RNN-based machine 

translation algorithm had a higher word error rate, and the 

BP-RNN-based machine translation algorithm had the 

highest word error rate; (3) the LSTM-RNN-based 

machine translation algorithm had the lowest rating in the 

evaluation of professional translators, followed by the 

RNN-RNN machine translation algorithm and the BP-

RNN machine translation algorithm. 
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