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The paper presents model based on fuzzy methods for churn prediction in retail banking. The study was 

done on the real, anonymised data of 5000 clients of a retail bank. Real data are great strength of the 

study, as a lot of studies often use old, irrelevant or artificial data. Canonical discriminant analysis was 

applied to reveal variables that provide maximal separation between clusters of churners and non-

churners. Combination of standard deviation, canonical discriminant analysis and k-means clustering 

results were used for outliers detection. Due to the fuzzy nature of practical customer relationship 

management problems it was expected, and shown, that fuzzy methods performed better than the 

classical ones. According to the results of the preliminary data exploration and fuzzy clustering with 

different values of the input parameters for fuzzy c-means algorithm, the best parameter combination 

was chosen and applied to training data set. Four different prediction models, called prediction engines, 

have been developed. The definitions of clients in the fuzzy transitional conditions and the distance of k 

instances fuzzy sums were introduced. The prediction engine using these sums performed best in churn 

prediction, applied to both balanced and non-balanced test sets. 

Povzetek: Razvita je metoda mehke logike za uporabo v bančništvu. 

 

1 Introduction 
Due to intensive competition and saturated markets, 

companies in all industries realize that their existing 

clients database is their most valuable asset. Retaining 

existing clients is the best marketing strategy to survive 

in industry and a lot of studies showed it is more 

profitable to keep and satisfy existing clients than to 

constantly attract new ones [1,4,8,11]. Churn 

management, as the general concept of identifying those 

clients most prone to switching to another company, led 

to development of variety of techniques and models for 

churn prediction. Next generation of such models has to 

concentrate on the improved accuracy, robustness and 

lower implementation costs, as every delay in reaction 

means increased costs for the company [2].  

The aim of this study was to show that the data 

mining methods based on the fuzzy logic could be 

successfully applied in the retail banking analysis and, 

moreover, that the fuzzy c-means clustering performed 

better than the classical clustering algorithms in the 

problem of churn prediction. 

Although the clustering analysis is in fact an 

unsupervised learning technique, it can be used as the 

basis for classification model, if the data set contains the 

classification variable, what was case in this study. 

To our best knowledge this is the first paper considering 

application of fuzzy clustering in churn prediction for 

retail banking. Studies of churn prediction in banking are 

very scarce, and the most of papers used models based on 

logistic regression, decision trees and neural networks 

[9,11]. Useful literature review of attrition models can be 

found in [11]. Some of them [9] reported the percentage 

of correct predictions varying from 14% to 73%, 

depending on the proportion of churners in the validation 

set. The others [3] obtained AUC performance in 

subscription services varying from 69,4% for overall 

churn to 90,4% but only for churn caused by financial 

reasons, which is much easier to predict. Results are not 

perfectly comparable due to differences in churn moment 

definitions, data sets sizes or industries, but still can 

provide valuable subject insight. 

http://www.zaba.hr/
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2 Fuzzy c-means clustering 

algorithm 
Classical clustering assigns each observation to a 

single cluster, without information how far or near the 

observation is from all the other possible decisions. This 

type of clustering is often called hard or crisp clustering 

[1,10,12]. Two major classes of crisp clustering methods 

are hierarchical and optimization (partitive) clustering, 

with number of different algorithms, used in the study. 

Based on the fuzzy set theory, firstly introduced by 

Zadeh in 1965. [5,6,10] and on the concept of 

membership functions, the fuzzy clustering methods have 

been developed. In fuzzy clustering entities are allowed 

to belong to many clusters with different degrees of 

membership. 

Fuzzy clustering of  into  clusters is characterized by 

 membership functions , where 
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Membership functions are based on a distance function, 

such that membership degrees express proximities of 

entities to cluster centers (also called cluster 

prototypes). 

The most known method of fuzzy clustering is the fuzzy 

c-means method (FCM), initially proposed by Dunn, 

generalized by Bezdek [5] and used in this study. 

FCM involves two iterative processes: the calculation of 

cluster centers and the assignment of the observations to 

these centers using some form of distance. FCM is 

attempting to minimize a standard loss function 
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from which two fundamental equations necessary to 

implement FCM are derived [5]. 

 

Expression (5) is used to calculate a new cluster center 

value: 

     (5) 

 

and expression (6) to calculate the membership in the 

 cluster: 

   (6) 

 

The symbols in the equations (4), (5) and (6) denote: 

 

  is the minimized loss value; 

  is the number of fuzzy clusters; 

   is the number of observations in the 

  data set; 

  is a function that returns the  

  membership of  in the   

  cluster; 

   is the fuzzification parameter; 

   is the centre of the  cluster; 

   is the distance metric for  in cluster 

  ; 

   is the distance metric for  in cluster 

  . 

3 Churn prediction problem in retail 

banking and input data set 
There is no unique definition of churn problem, but 

generally, term churn refers to all types of customer 

attrition whether voluntary or involuntary [1,3]. How to 

recognize it in practice depends on industry and case. In 

this study, client is treated as churner if he had at least 

one product (saving account, credit card, cash loan etc.) 

at time  and had no product at time , meaning that 

he cancelled all his products in the period . If 

client still holds at least one product at time , he is 

considered to be non-churner. 

The programs for all research phases, as well as 

prediction engines, were written in SAS 9.1. [12]. 

3.1 Input data set 

The input data set has 5000 clients, chosen by 

random sampling from the client population in 2005, 

aged between 18 and 80 years, preserving the distribution 

of population according to introduced auxiliary variable 

which was product level of detection (PLOD). The class 

imbalance problem [2,9] was solved in the way that 

precisely 2500 churners and 2500 non-churners entered 

the final data set, what is in line with results in [2]. 

Regarding the moment of churn for 2500 churners five 

sample data sets, with different configuration of 

churners, have been explored. The analysis showed that 

the “clear” set, with churners all lost in the same quarter 

of the year, is best for further clustering. All clients who 

quitted the relationship with bank in some period, but 

returned after 6 months or later, were removed from the 

sample, as the analysis showed they behave similarly to 

real churners and introduce the noise. 

3.2 Variable selection 

Not all variables of interest were allowed for study, 

and the availability of more transactional variables would 

surely lead to better model performance [11]. This was 

partially proved through inclusion of derived variables 

(differences in time, ratios, etc.), what led to the 

improved accuracy of fuzzy clustering in comparison to 

clustering results with only original variables. All 

variables were measured in five equidistant points of 

time: to to t4. Preliminary clustering analysis showed that, 

as far as the original variables are statical in their 

character, including the values of more than two periods 
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leads to more noise than to greater precision. All the 

combinations of two periods were tested and finally the 

values in t0 and t2 were chosen for the further analysis.  

 

Table 1. gives the description of the 73 variables finally 

chosen for the further work. 

 

 

Table 1: Variables for the final FCM. 

3.3 Canonical discriminant analysis 

Canonical discriminant analysis (CDA) finds the 

linear combinations of the variables that provide 

maximal separation between clusters [12]. CDA helped 

in identifying the variables that best describe each of two 

classes/clusters: churners and non-churners. In some way 

CDA confirmed that the combination of t0 – t2 variable 

values is more adequate for FCM then the other 

combinations. All the coefficients and corresponding 

variables have been carefully examined.  

3.4 Detection and removal of outliers 

Although the majority of variables is not normally 

distributed, the standard deviation [10] in combination 

with CDA and k-means revealed most serious outliers 

better than other methods. 

The most serious outliers were detected for all 73 

variables separately and the intersection of those 73 sets 

was found. For all the outliers the data values have been 

checked in the data warehouse. The check confirmed that 

all the data are correct and that the outliers are not the 

 

 

Table 2: Results of preliminary classical clustering. 

consequence of the errors in database. Top 50 outliers 

from that intersection were removed from the data set. 

The outlier removal significantly improved the 

performance of classical clustering and slightly improved 

the performance of FCM. 

3.5 Results of the hierarchical and crisp k-

means algorithm 

To prove that fuzzy clustering performs better than 

the classical methods on the real retail banking data, 

hierarchical clustering and k-means clustering were done. 

Applied to all 5000 clients, almost all hierarchical 

methods, as well as repeated k-means, failed on the same 

outliers. Most of them separated only one client in the 

first cluster and all other 4999 were appointed to the 

second cluster. All the methods were repeated on the data 

set without top 50 outliers and some of them performed 

better. 

Figure 1 shows the standard measures [7] for 

comparison of the results in churn prediction, as stated in 

[2] and Table 2 shows some of the results of classical 

clustering. 

 

 

Figure 1: Common performance metrics calculated from 

confusion matrix. 
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To get the full comprehension on algorithm 

performance several measures have to be considered 

simultaneously. Recall rate of 100% means unsuccessful 

churners recognition, if comes in combination with 

specificity under 1%. Losing one client causes greater 

losses for the bank, then investing in marketing campaign 

for several clients incorrectly classified as possible 

churners, which means that costs of false negatives are 

much higher then costs of false positives. In real clients 

population there are much less positive then negative 

instances, so liberal classifiers obtaining high recall rate 

and acceptable specificity are considered successful in 

business. 

4 Model setup and prediction results 
FCM has been repeatedly applied on the complete 

data set and on the data set without top 50 outliers, with 

10 different values of the fuzzification parameter m, and 

different initial cluster seeds. It performed slightly better 

without outliers, what means that FCM is very robust 

against outliers’ presence. From application point of 

view that is very good property of FCM, since it will not 

always be profitable for the bank to detect and remove 

outliers, not to mention the fact that these outliers are 

sometimes the most active and profitable clients and they 

need to be included in the model development. With 

crisp k-means it would not be possible, because it 

performed incredibly poorly with these clients. 

Data set was splitted into two parts: training set and 

test set, in three different ratios. The ratio of 90% of 

clients in the training set and 10% of clients in test set 

was chosen. According to the values of the membership 

functions, the clients in fuzzy transitional conditions 

(FTC) were detected. For that purpose two new 

definitions were proposed. 

 

Definition 1. Let  be the number of clusters in the 

FCM algorithm. Let us denote  

and  for the entity . 

The entity  is said to be in the fuzzy transitional 

condition of the 1
st
 degree if, for arbitrary small , 

holds that  

 

Definition 2. Let  be the number of clusters in the 

FCM algorithm. Let us denote . 

The entity  is said to be in the fuzzy transitional 

condition of the 2
nd

 degree if, for arbitrary small , 

holds that  

 

Subsets of clients in the FTC of both degrees, and 

with floating  values, were further analyzed and the 

information gained from the fact about their 

membership values helped in explaining their behavior. 

Four prediction models were developed, based on the 

main idea of the distance of the new client from the 

clients in the training data set. For the predictive 

purpose in the 4
th

 model, the definition of distance of k 

instances (DOKI) sums was introduced. 

Definition 3. Let  be the number of clusters in the FCM 

algorithm and  be the set of  entities with assigned 

membership values . Distance of k 

instances sum i.e.  sum for the new entity  

is defined as the sum of membership values  in the 

 cluster of the  nearest entities from X, according 

to distance metric used in FCM. 

 

Calculation of DOKI sums requires the input 

parameter k and several different values were applied. 

Table 3 presents the results of FCM on the training set 

and prediction engine with DOKI sums applied on 

balanced and non-balanced test sets. Concept of DOKI 

sums might seem similar to k nearest neighbors 

approach, but DOKI sums up values of membership 

functions and not the pure distances. Recall rate for test 

sets were even higher then recall rate obtained with FCM 

on the training set. Improvement in recall was paid in 

slight decrease in specificity. As mentioned previously, it 

is more important to hit churners, even if it is paid by 

hitting some percentage of loyal clients. The cost 

minimization can be achieved later through more 

intelligent and multi-level communication channels. 

 

 

Table 3: Results of FCM and DOKI prediction model. 

5 Conclusions and further work 
It is always challenging to deal with real data and 

business situations, where classical methods can rarely 

be applied in their simplest theoretical form. The main 

idea of the study – to prove that fuzzy logic and fuzzy 

data mining methods can find their place in the reality of 

retail banking – was completely fulfilled. FCM 

performed much better than the classical clustering and 

provided more hidden information about the clients, 

especially those in fuzzy transitional conditions. Three 

new definitions were introduced and had the impact on 

the overall work. Implementation of DOKI sums 

increased hit rate (recall) by 8,88% in comparison to pure 

FCM. A lot of work still needs to be done. In the near 

future every client and every selling opportunity will 

become important. Methods which require a lot of 

preprocessing and, above all, removing many outlying 

clients, will lose the battle with more efficient and robust 

methods. More accuracy should be obtained through 

better information exploitation of clients in fuzzy 

transitional conditions, and not through clients removal. 

Monitoring clients in FTCs and reacting as they approach 

to churners could be a way for more intelligent churn 

management. This requires analysis on larger data sets, 

including more transactional variables into the model and 

tuning ε. Model should also include costs of positive and 

negative misclassifications. Different segments of clients 

or clients having similar product lines could be modeled 
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on their own, to find empirically best FCM parameters 

for each segment/product line. 
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